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ABSTRACT

Keywords: 3D data, tangible interaction, scientific visualisation, inter-
action/HCI, touch input, augmented reality.

Exploratory visualization of 3D data is fundamental in many sci-
entific domains. Traditionally, experts use a PC workstation and rely
on mouse and keyboard to interactively adjust the view to observe
the data. This setup provides immersion through interaction—users
can precisely control the view and the parameters, but it does not
provide any depth clues which can limit the comprehension of large
and complex 3D data. Virtual or augmented reality (V/AR) setups, in
contrast, provide visual immersion with stereoscopic views. Although
their benefits have been proven, several limitations restrict their appli-
cation to existing workflows, including high setup /maintenance needs,
difficulties of precise control, and, more importantly, the separation
from traditional analysis tools.

To benefit from both sides, we thus investigated a hybrid setting
combining an AR environment with a traditional PC to provide both
interactive and visual immersions for 3D data exploration. We closely
collaborated with particle physicists to understand their general work-
ing process and visualization requirements to motivate our design.

First, building on our observations and discussions with physicists,
we built up a prototype that supports fundamental tasks for exploring
their datasets. This prototype treated the AR space as an extension
to the PC screen and allowed users to freely interact with each using
the mouse. Thus, experts could benefit from the visual immersion
while using analysis tools on the PC. An observational study with 77
physicists in CERN validated the feasibility of such a hybrid setting,
and confirmed the benefits. We also found that the large canvas of the
AR and walking around to observe the data in AR had a great potential
for data exploration. However, the design of mouse interaction in AR
and the use of PC widgets in AR needed improvements.

Second, based on the results of the first study, we decided against
intensively using flat widgets in AR. But we wondered if using the
mouse for navigating in AR is problematic compared to high degrees
of freedom (DOFs) input, and then attempted to investigate if the
match or mismatch of dimensionality between input and output de-
vices play an important role in users’ performance. Results of user
studies (that compared the performance of using mouse, space mouse,
and tangible tablet paired with the screen or the AR space) did not
show that the (mis-)match was important. We thus concluded that the
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dimensionality was not a critical point to consider, which suggested
that users are free to choose any input that is suitable for a specific
task. Moreover, our results suggested that the mouse was still an ef-
ficient tool compared to high DOFs input. We can therefore validate
our design of keeping the mouse as the primary input for the hybrid
setting, while other modalities should only serve as an addition for
specific use cases.

Next, to support the interaction and to keep the background infor-
mation while users are walking around to observe the data in AR, we
proposed to add a mobile device. We introduced a novel approach
that augments tactile interaction with pressure sensing for 3D object
manipulation/view navigation. Results showed that this method could
efficiently improve the accuracy, with limited influence on completion
time. We thus believe that it is useful for visualization purposes where
a high accuracy is usually demanded.

Finally, we summed up in this thesis all the findings we have and
came up with an envisioned setup for a realistic data exploration
scenario that makes use of a PC workstation, an AR headset, and a
mobile device. The work presented in this thesis shows the potential
of combining a PC workstation with AR environments to improve the
process of 3D data exploration and confirms its feasibility, all of which
will hopefully inspire future designs that seamlessly bring immersive
visualization to existing scientific workflows.
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SYNTHESE

Mots-clés: Données 3D, interaction tangible,visualisation scientifique,
interaction/IHM, entrée tactile, réalité augmentée.

La visualisation exploratoire des données 3D est fondamentale dans
des domaines scientifiques. Traditionnellement, les experts utilisent
un PC et s’appuient sur la souris pour ajuster la vue. Cette configura-
tion permet I'immersion par interaction—!"utilisateur peut controler
précisément la vue, mais elle ne fournit pas de profondeur, qui lim-
ite la compréhension de données complexes. La réalité virtuelle ou
augmentée (RV/A), en revanche, offre une immersion visuelle avec
des vues stéréoscopiques. Bien que leurs avantages aient été prou-
vés, plusieurs points limitent leur application, notamment les besoins
élevés de configuration/maintenance, les difficultés de contrdle précis
et, plus important, la séparation des outils d’analyse traditionnels.

Pour bénéficier des deux cdtés, nous avons donc étudié un systeme
hybride combinant I’environnement RA avec un PC pour fournir des
immersions interactives et visuelles. Nous avons collaboré étroitement
avec des physiciens des particules afin de comprendre leur proces-
sus de travail et leurs besoins de visualisation pour motiver notre
conception.

D’abord, basé sur nos discussions avec les physiciens, nous avons
construit un prototype qui permet d’accomplir des taches pour 1'explo-
ration de leurs données. Ce prototype traitait 'espace RA comme une
extension de 1’écran du PC et permettait aux utilisateurs d’interagir
librement avec chacun d’eux avec la souris. Ainsi, les experts pouvaient
bénéficier de I'immersion visuelle et utilisent les outils d’analyse sur
PC. Une étude observationnelle menée avec 7 physiciens au CERN a
validé la faisabilité et confirmé les avantages. Nous avons également
constaté que la grande toile du RA et le fait de se déplacer pour
observer les données dans le RA présentaient un grand potentiel.
Cependant, la conception de I'interaction de la souris et 'utilisation
de widgets dans la RA devaient étre améliorés.

Ensuite, nous avons décidé de ne pas utiliser intensivement les wid-
gets plats dans la RA. Mais nous nous sommes demandé si 1'utilisation
de la souris pour naviguer dans la RA est problématique, et nous avons
ensuite tenté d’étudier si la correspondance de la dimensionnalité entre
les dispositifs d’entrée et de sortie joue un rdle important. Les résul-
tats des études (qui ont comparé la performance de 'utilisation de la
souris, de la souris spatiale et de la tablette tangible couplée a 1’écran
ou a l'espace de RA) n’ont pas montré que la correspondance était
importante. Nous avons donc conclu que la dimensionnalité n’était



pas un point critique a considérer, ce qui suggere que les utilisateurs
sont libres de choisir toute entrée qui convient a une tache spécifique.
De plus, nos résultats ont montré que la souris restait un outil efficace.
Nous pouvons donc valider notre conception et conserver la souris
comme entrée principale, tandis que les autres modalités ne devraient
servir que comme complément pour des cas spécifiques.

Ensuite, pour favoriser 'interaction et conserver les informations
pendant que les utilisateurs se déplacent en RA, nous avons proposé
d’ajouter un appareil mobile. Nous avons introduit une nouvelle ap-
proche qui augmente l'interaction tactile avec la détection de pression
pour la navigation 3D. Les résultats ont montré que cette méthode
pouvait améliorer efficacement la précision, avec une influence limitée
sur le temps. Nous pensons donc qu’elle est utile a des taches de vis
ol une précision est exigée.

Enfin, nous avons résumé tous les résultats obtenus et imaginé un
scénario réaliste qui utilise un poste de travail PC, un casque RA et un
appareil mobile. Les travaux présentés dans cette these montrent le
potentiel de la combinaison d’un PC avec des environnements de RA
pour améliorer le processus d’exploration de données 3D et confirment
sa faisabilité, ce qui, nous 1'espérons, inspirera la future conception qui
apportera une visualisation immersive aux flux de travail scientifiques
existants.
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INTRODUCTION

Le véritable voyage de découverte
ne consiste pas a chercher de nouveaux paysages,
mais d avoir de nouveaux yeux.

The real voyage of discovery
consists not in seeking new landscapes,
but in having new eyes

Marcel Proust

1.1 IMMERSIVE VS. TRADITIONAL SETUP FOR 3D DATA EXPLO-
RATION

——Run 286655 -
Eveépt= 419161
2035-11-25 11 :12: 50 CEST

“First stable

Figure 1.1: Particle collisions visualized by ATLAS VP1, CERN. https://cds.
cern.ch/record/2115422

Exploratory visualization of three-dimensional (3D) data [Tukey, 1977]
is fundamental to many domains in the natural sciences and in
medicine. Traditionally, researchers and practitioners use a desktop
workstation which is composed of one or several screens, and relies on
a mouse and a keyboard as input devices. Such traditional setup pro-
vides many controls and exploration tools, and is easily accessible by
experts and by general public because it already comes into everyday
life and does not require dedicated training, but has major weakness
for understanding 3D data. A typical issue is that current datasets
used by researchers are growing larger and larger in a short period of
time, thus their visualization is becoming more and more complicated.
For example, in high-energy physics (HEP), one collision experiment
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generates more than 10,000 new particle trajectories. Each of them
leaves dozens of detection points to analyze, with spatial position
and other information, such as the energy. Figure 1.1 shows an im-
age of particle collision visualization used by physicists in European
Organization for Nuclear Research (CERN) where each yellow line
represents the trajectory of one new-generated particle. This visualiza-
tion is already a simplified case where only a subset of the dataset is
shown, but we can still observe several drawbacks. First, screen-based
visualization relies on projection techniques to display 3D content
on a two-dimensional (2D) surface (as illustrated in Figure 1.2), thus
depth information is lost in any still images. This 3D component can
be only understood through interactively manipulating the view, such
as rotating and translating. In reality, particles affected by the mag-
netic fields travel with a curved trajectory in 3D. From this image, we
naturally cannot observe such information. Second, after the collisions,
generation of particles happens in a limited area, we can notice from
this image that it is hard to understand what exactly happens at the
center of collision and how the particles start traveling from there, as
many of them overlap each other, which introduces more difficulty for
understanding.

Figure 1.2: 3D content projected on a 2D surface [Isenberg, 2016].

Similar difficulties can also be found in other disciplines dealing
with different type of datasets. For example, fluid machinists, biol-
ogists and doctors often deal with volumetric datasets. Even with
only 128 points per direction of space, one fluid simulation will have
1283 = 2097152 nodes. Not to mention the fact that outputs of simu-
lations are usually multiple and time-dependent. To understand its
visualization, due to the lack of depth clue on a traditional workstation,
experts need to observe and compare several slices at the same time.
A typical example is that in a hospital, we can find doctors observe
and compare plenty of magnetic resonance imaging (MRI) slices put
side by side (Figure 1.3) at the same time.
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Figure 1.3: Slices of MRI data scan of a human cranium. Image from Matlab.

Nowadays, the rapid development of hardware facilitates the visu-
alization beyond traditional workstation, ranging from small portable
devices like smart watches and phones, to large screens or fully virtual
environments. For the purpose of improving scientists” experience of
exploring and understanding 3D data, the use of immersive environ-
ments with Virtual Reality (VR) or Augmented Reality (AR) especially
attract researchers’ attention. With their stereoscopic displays, 3D data
is no longer needed to be projected on a surface, then the spatial un-
derstanding is largely enhanced and the occlusion can be reduced. It
has already been widely recognized in the literature that visualization
enlightens users” understanding of and facilitate the interaction with
the large and complex data. For example. many prior work argued
that scientific data exploration tasks could take benefits of them (e.g.,
[Besangon et al., 2017b; Bryson, 1996]). Also, formal studies confirmed
the benefits of stereoscopy compared to a normal screen for data un-
derstanding (e. g., Figure 1.4). More importantly, VR and AR devices
are becoming easily accessible by general public as several commercial
products with affordable price are coming into the market, such as
Microsoft HoloLens, Oculus Rift, and HTC Vive.

Figure 1.4: Controlled user study proved that Immersion helps data under-
standing [Prabhat et al., 2008].

Both the traditional workstation and the immersive environments
provide a form of immersion in the dataset that is beneficial for the
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scientists to understand it. The traditional setup provides immersion
through interaction: by interactively manipulating the view and ex-
ploration tools scientists are able to immerse themselves in the data
as they are exploring it. The VR or AR setups (which are referred to
immersive environments in this thesis), in contrast, provide immersion
through vision as single view can already effectively convey the 3D
spatial character of the data, without the need for interactive naviga-
tion. Adjusting the view to the 3D tracked position and orientation
of the viewer only enhances this effect. However, the immersive en-
vironments alone are not without limitation compared to traditional
workstations. Major points include, but not limited to the computa-
tional power, display resolution, and potential maintenance cost (we
present a discussion in Chapter 2). More importantly, scientists or
doctors need to run specific analysis tools that are not yet ready with
immersive environments (as we discuss in Section 1.2).

To get the best of both worlds, a combination of both types of
immersion for the exploratory visualization of 3D data would be
highly useful. Some previous literature (e. g., [Besangon, 2018; Isenberg,
2014; Keefe, 2010]) also advocated similar vision, and highlighted that
desktops will not be totally replaced by such innovative visualization
environments but rather be combined with others to make use of the
inherent benefits of each environment.

In this thesis, we attempt to investigate a hybrid setting that com-
bines both interactive and visual immersion, to ultimately bring im-
mersive visualization to existing data analysis workflows.

1.2 FIELDS OBSERVATIONS

The use of a hybrid setting instead of a pure immersive environment
is also motivated by our field observations. We closely collaborate
with particle physicists to understand their needs and domain-specific
requirements (Figure 1.5). We chose the particle physics as our main
application domains because it is a typical scientific domain that deals
with both spatial and abstract data. Moreover, the visualization of
particle collisions has already encountered difficulties using traditional
setup with 2D screens as we presented at the beginning of Section 1.1,
which makes the physicists themselves also have interests in trying
immersive visualization.
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Figure 1.5: Our discussions with particle physicists.

In HEP, to explore measured particle collisions event, scientists
first need to analyze the data and to eliminate the measuring noise
and other irrelevant information related to physical phenomena (for
example, the interaction between a particle and detector meshes may
introduce useless measures) with statistical tools. And then they relate
the measured hit points to reconstruct particle trajectories using spe-
cific algorithms. Finally, they explore such processed data to identify
and analyze both interesting (for example, several types and a large
number of particles could be generated from one collision event, physi-
cists often want to find the few who carry a high energy) and strange
events (for example, those particles with a weird constructed trajec-
tory). Once a special part has been identified, they pass to visualization
software for data understanding.

We found a major challenge of using immersive environments in
their daily workflow is that physicists do not only rely on visualiza-
tion to explore the data. The initial steps heavily rely on traditional
statistical tools (like writing Python scripts) to find and limit their
regions of interests. They usually need to regularly switch between
the traditional analysis tools and the visualization software to explore
the data as illustrated in Figure 1.6.

statistic analysis visualization

Figure 1.6: Experts need to regularly switch between the analysis tools and
visualization tools to explore and understand the data.

According to our observations and discussions, we formulated
the following basic requirements (noted as R) to bring immersive
visualization to their existing workflows.



6

INTRODUCTION

R1 Both traditional analysis and efficient visualization tools are
important. The system needs to support easy switch between
the two.

R2 The immersive systems should be easily integrate to office work-
ing environments.

1.3 VISION AND RESEARCH CHALLENGES

R1 largely motivated our vision of using a hybrid system that com-
bines a traditional workstation and an immersive environments. A
workstation, will allow experts to continue using the traditional tools
that they are familiar with. Based on our experience with different
immersive output environments and Rz, we believe that the use of non-
occluded AR headsets (for example, Microsoft’s HoloLens) is currently
a good solution to provide a common data exploration environment.
Such AR headsets immerse users by projecting the data in a stereo-
scopic view. Compared with large immersive environments like re-
sponsive workbench and cave automatic virtual environment (CAVE),
AR glasses do not require complex setup and maintenance. Compared
with occluding VR headsets, users are not separated from the real
word, thus they have more freedom to perform tasks on the desktop,
we consequently do not need to replicate existing tools completely in
the virtual space, and people can continue to interact with real-world
objects (e. g., paper/pen, blackboard). We consider this last point as
a major advantage as we observed researchers needing to take tradi-
tional notes in their current scientific workflows. The use of AR as
an additional output in addition to a personal computer (PC) thus
provides an extension of the 2D screen with larger space.

Thus, our general vision is to use a combination of a PC work-
station with an AR headset (Figure 1.7). As so, experts can still use
their traditional analysis tools on PC while benefiting from the immer-
sive visualization with the AR. With such a setup, several research
challenges arise:

[

. =

Figure 1.7: Our general vision is to combine the traditional workstation with
an AR headset to make use of both worlds.

First, for domain experts to be able to perform their data analysis, it
is important to clarify which elements can be visualized immersively,
and which ones are better used on traditional screens. A challenge
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is thus how to make the visual transitions between different devices
[Isenberg, 2014]. For example, a data exploration and analysis system
should provide support to its users to decide what to show on each
view as well as how to move a view from desktop to the AR view
or in the opposite direction. In addition, existing AR headsets have
intrinsic and unchangeable camera parameters and the data display
should thus be well adjusted to match these specs. For example, while
researchers in both particle physics and fluid dynamics often rely on
orthographic projections of their 3D datasets on traditional 2D screens,
such views would be equivalent to a flat image in AR. Nonetheless,
the projection parameters of AR headsets are equivalent to our normal
vision, so that the disadvantages often associated with perspective
projection of 3D data may not be as severe as for a general perspective
projection. Further investigation is thus needed to understand how to
best match the different views between the screen and the AR space.’

Second, we do not aim to create a novel environment and to replace
current tools. Domains experts are familiar with the data analysis
on desktops, the second challenge is thus to design the interaction
technique compatible with scientific workflows. We thus need to
design ways to interact with popular scientific software (e. g., Python,
Paraview, and proprietary software such as MatLab, Virtual Point).
While it is easy for experts to interact with them using keyboard and
mouse, we need to investigate how to adopt the input to the AR space.
More recent forms of input (e.g., tactile/tangible, voice, gestures)
are often considered to be intuitive and natural. Yet, the question of
whether they are suitable for generic or specific tasks in the context of
existing scientific workflows is still open and requires investigation.
This research does not only need to address the problems of mapping
2D input to 3D output but also how to create forms of control that
is perceived by the intended users as fluid for both desktop and
“hologram” representations.

A third challenge lies in the design of dedicated interaction tech-
niques to support such hybrid environments—techniques that make
specific use of both views and that seamlessly extend the existing
interaction metaphors that the experts are used to on their PC-based
tools. We first need to determine which practical tasks require either
the traditional or the AR views only, and design appropriate controls
(likely captured by the PC) for the AR setting. We also need to support
tasks that use both parts of the system and that that allow researchers
to easily transition between them. We believe that R2 does not only
apply to output devices, it is also very important while choosing the
input devices and designing interaction techniques: we decided to
consider only (or mainly) well-established commercial products like

For example, the view angle of Microsoft HoloLens is fixed to 18 degrees. In such
limited view field, it is hard to visualize the dataset in 3D without proper adjustment
of the model.
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mice and mobile phones and do not consider those that only exist in
lab protocols or that needs complicated assemblage of extra electronic
circuits.

Based on the considerations mentioned above, we investigate how
to combine both interactive and visual immersions to improve 3D
data exploration experience. In this thesis, we narrow down the broad
background to specifically investigate the following research questions
(noted as Q):

Q1 What should a data exploration environment look like that com-
bines an AR display with a traditional workstation?

Q2 How should we treat the AR display compared to a 2D screen
and how do we make transitions between the two?

Q3 What should be the appropriate input devices and interaction
techniques to work with such a hybrid setting?

Q4 How can data exploration tasks be realized with a hybrid setting?

1.4 THESIS STATEMENT

Based on the discussions above, we argue that using AR technologies
to enhance visualization experience involved in scientific process has
great potentials. While researchers have extensively investigated differ-
ent immersive visualization environments in the past, few has focused
on their practical application to existing workflows. Studying a practi-
cal way to bring immersive visualization to scientific workflows is a
key goal of this thesis. Concretely, we investigate the interaction design
for a hybrid PC and AR setting with regards to 3D visualization.

We limit the scope with the following restrictions in this thesis:

¢ Single user. While AR provides opportunities for multiple users’
collaboration, we limit our investigation to a single-user scenario
since it is already a large area to explore, we thus keep the
research direction specific and manageable.

* Human-scale setup. Even though a lot of immersive visualiza-
tion environments are large and complex (see discussions in
Chapter 2), we limit our considerations to small setups as re-
quired by Rz.

* Accessible devices. While many carefully designed input de-
vices have been demonstrated to be efficient for some tasks (e.g.,
[Fruchard et al., 2019; Klamka et al., 2019]), we first focus on
easily-accessible (in another word, commercially-available) de-
vices to fulfill the needs of being easily integrated into scientists’
general workflows.
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1.4 THESIS STATEMENT

Scientific datasets. We focus on the needs of 3D visualization.
We closely collaborated with particle physicists to understand
their visualization needs and domain specific requirements, but
we also use other scientific datasets like volume data of fluid
mechanics to explore more general data exploration questions
because our ultimate goal is not to implement a specific tool, but
to understand the potentials of such setting and conclude design
guidelines that could potentially contribute to the evolution of
future working environments. In another word, we expect our
findings can be generalized to many scientific domains that deal
with a similar type of dataset.

Methodological approach

The research questions Q1-Q4 are, although from different perspec-
tives, still heavily related. Hence, one project could investigate several
questions and its results could be a foundation for another one. For
an overview, the major research methods of this thesis include:

Literature review. We started by conducting literature review of
immersive visualization and related interaction techniques, 3D
visualization techniques, and general Human-Computer Interac-
tion (HCI) work. The purpose is to understand state of the art
technologies and existing gaps, which would inspire the design
of our system.

Field observation. With a special focus on 3D visualization, we
closely collaborated with domain experts (particle physicists
in this thesis as the particle physics is the main application
domain) to understand their traditional working process, inter-
action needs, and requirements before doing any system design.

Interaction design. An important part of the research was to
design the interaction, based on the requirements and previous
work.

Prototype implementation. We put considerable effort into im-
plementing prototypes based on our design, including writing
shaders to render specific datasets and implementing interaction
techniques for different devices/platforms.

User evaluation. We have conducted a series of user studies
to access the designed system and to get comments for future
improvements. We used an observational study to gather experts’
feedback and controlled studies to access the usability of certain
techniques. For the observational study, we targeted on domain
experts, gave them freedom to use a tool with some tutorials, and
gathered their comments and feedback through the think-aloud
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protocol, interviews, and post-questionnaires. For the controlled
studies, we measured quantitative data (e. g., task completion
time, accuracy, and workload) and gathered qualitative feedback
(e.g., comments and preference).

1.4.2 QOverview

We first conducted an initial review of the state of the art work in
Chapter 2. This chapter provides an overview of existing research of
immersive visualization, hybrid visualization system, and interaction
techniques for such environments to let us have a global understanding
of existing solutions. We reflected on our research goal, summarize
limitations of previous works to motivate the work of this thesis.

To start the investigation, we first discussed with several particle
physicists to understand their current working procedure and general
visualization and interaction needs, and proposed a first prototype
of a hybrid AR and PC visualization setting using the mouse to
interact with both space. Chapter 3 thus presents the design choices,
an observational studies with seven physicists from CERN, and the
discussion of results regarding to their comments and feedback. We
found that this hybrid prototype is a valid design that can improve
their data understanding. We also gathered several different insights
that have great potentials to explore such as the large canvas and
the support of walking around. However, a major limitation is the
interaction part: the use of mouse to control both spaces needs to be
revised.

Then, based on the results, especially the problems of using mouse
in AR space, we tried to understand if the mouse in 3D is real problem-
atic. Chapter 4 presents an user study to compare users’ performance
when they use three types of input: mouse, space mouse, and tangible
tablet paired with both the screen and the HoloLens. We also tried
to understand if the match of dimensionality between the input and
output devices play a role to users’ performance. Results did not
reveal a universal conclusion of which is better, but informed us that
it depends a lot on the specific task. We found that the mouse is still
a powerful input when accuracy is highly demanded. In fact, this is
a quite positive conclusion because we know that the dimensionality
mismatch is not critical for designing hybrid visualization systems.
Users are flexible to choose different devices depending on the specific
tasks. Moreover, it is still good to keep using mouse.

Next, as the use of mobile to visualize data and to control large or
virtual spaces increases, Chapter 5 describes a method combing touch
and pressure input to augment 3D navigation accuracy.

In Chapter 6, we reflect on the work presented in this thesis and
our ultimate goal of paving the way for a continuum of interaction
for 3D data visualization [Besangon, 2018; Isenberg, 2014]. Under the
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scope of this thesis, the continuum means that users would eventu-
ally use and interact with different kinds of devices in a seamless
manner. Particularly, users would be able to easily switch between
traditional workstation and immersive environments. We also reflect
on the possible follow-up work that would further extend and develop

this concept.
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Using immersive environments for data exploration has been envi-
sioned for a long time. Bryson [1996], for example, explained that
3D VR environments and scientific visualization naturally match, not
only because of the spatial proprieties of scientific data, but also the
potential of real-world interactions leveraged by this combination. The
research of immersive analytics [Marriott et al., 2018; Dwyer et al.,
2018] also promises many advantages for data exploration such as
offering spatial visual immersion, and facilitating situated /embodied
interaction and collaboration. This chapter provides an overview of
the current state of immersive visualization environments and related
interaction techniques, while discussing their benefits and limitations
with specific regard to scientific workflows.

2.1 VISUAL IMMERSIVE SYSTEMS FOR DATA EXPLORATION

Interactive Content Manipulation

Binoc. Disparity and Stercopsis

Linear Perspective
Aerial Perspective
Motion Perspective
Accommodation
Convergence
User-controlled PoV
Subjective Motion

Occlusion

Regular photography or print
Desktop Computer Virtual Reality
Fishtank Virtual Reality
Non-disparity monocular/binocular viewing
Head-mounted Binocular Displays
Multi-display Environments, Large Displays
Binocular CAVEs

yazer (Simulation of Accommodation)
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Multiview Autosterecoscopic
Volumetric 3D Displays

P
P
P
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Optical Holographic 3D Displays
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vivivivivivivivivivlvivliv)

Figure 2.1: A summary of 3D display technologies [Marriott et al., 2018].

Many systems offer stereoscopic view to increase the experience of
visual immersion, ranging from large ones that require complex setup
to small and portable devices. A recent survey by Fonnet and Prié
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[2019] summarized visualization contributions of immersive analytic
work for the past few decades and discussed how immersion could be
used to better visualize different types of data. Yet, our main focus is
how different environments could help the process of exploring and
understanding data, rather than studying a specific type of data repre-
sentation. As for the different immersive displays, Marriott et al. [2018]
have made a detailed summary of existing 3D display technologies
(Figure 2.1), we do not repeat all the work that has been summarized
previously, but quickly go through the several different types of visual
immersive systems that are highly investigated for 3D visualization,
before discussing their advantages and limitations. Our main focus in
this chapter lies on the classic work of different setup on which a lot
of novel and specific applications are based.

Figure 2.2: A design concept of CAVE, image from https://www.wavin.ca/
vr-cave.html.

The CAVE [Cruz-Neira et al., 1993b] (Figure 2.2, or other similar
setups like the StarCAVE [DeFanti et al., 2009] and the evolutive virtual
environment (EVE) [Pierre et al., 2010]) system makes use of a room-
size space to project objects. Users, usually wear 3D glasses, perceive
objects in stereoscopy and can directly walk into the space, thus being
fully immersed inside the visualized data. Since its creation, CAVE
has attracted much attention in visualization domains [Cruz-Neira
et al., 1993a], as it offers high-quality and large displays, that were
not possible with other VR setups at that moment. Also, it allows the
integration with different types of device to enhance user experience.
For example, even though using a 6 degrees of freedom (DOFs) spatial
tracker is the most common input device, there are several attempts
to interact with such environments like using a tablet and/or a pen
(e.g., the Studierstube project [Szalavéri et al., 1998]) and gestures
(e.g., [Meulen, 2012]). However, CAVE’s stationary installation takes a
large space and its complicated setup and maintenance are both time-
consuming and costly. Moreover, its reliance on complex hardware
setups (usually compute clusters) which make programming for it
and running software fairly difficult. A similar, but less complex
setup, called 3D power-wall or virtual reality power-wall [Treanor


https://www.wavin.ca/vr-cave.html
https://www.wavin.ca/vr-cave.html

2.1 VISUAL IMMERSIVE SYSTEMS FOR DATA EXPLORATION

et al., 2009], has attracted a lot of attention in the industrial world,
such as automotive manufacturing, and oil and gas industry. As in
the CAVE, users wear 3D glasses to perceive content in stereoscopy.
However, instead of turning a whole room into display walls, it is
usually composed of one large-size display as illustrated in Figure 2.3,
or a series of connected LCD displays to form a large screen, what
makes itself a less complicated (but still large) setup than the CAVE.
This kind of setup, is largely explored and combined with others
devices for a hybrid setup (such as in combination with a normal
desktop, a tablet, or others), as we will discuss in Section 2.2.

Figure 2.3: An example of 3D power-wall, imagined acquired from https:
//commons.wikimedia.org.

Smaller than the large displays and virtual rooms mentioned above,
tabletop environments have also attracted a lot of attention. The re-
sponsive workbench [Krueger and Froehlich, 1994] uses a horizontal
interactive surface to project stereoscopic images on it. It is also largely
applied to visualization domains, like fluid dynamics [Wesche, 1999],
battlefield [Durbin et al., 1998], and many others [Wesche et al., 1997].
Such setups also offer a lot of flexibility for users because we can make
use of the large space on and around the display surface, especially
when we take inspirations from non-immersive tabletop research that
make uses of touch input [Lundstrom et al., 2011] or on-screen con-
trollers [Jorda et al., 2007] to enhance the interaction for visualization.
Yet, this setup still requires an important size of space to setup and
maintain.

15
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Figure 2.4: The responsive workbench. Images from https://graphics.
stanford.edu/projects/RWB/.

Then, to the comparable size of a normal workstation, Fish Tank
Virtual Reality [Ware et al., 1993] (Figure 2.5(a)) display stereoscopic
images with a normal monitor and 3D glasses while tracking the
positions of users” head to offer visual immersion. Compared with
larger immersive environments, even though this setup does not
necessarily offer superior displays and high computing powers, a
study by Demiralp et al. [2006] highlighted that users had higher
preferences of using it compared with CAVE. What mores, users were
able to achieve the same level of performance for certain scientific
visualization applications. This is one of the earliest attempt to bring
immersive visualization to a desktop. Nevertheless, such environments
are gradually replaced by modern commercial virtual or augmented
reality (VR/AR) headsets (Figure 2.5(b) and Figure 2.5(c)) that directly
offer both stereoscopic view and head tracking.

2.1.1 Benefits of visual immersion compared to 2D screen

All different setups offer a certain level of visual immersion and ar-
gued to be beneficial for visual data exploration and understanding. In
1993, Sollenberger and Milgram [1993] conducted three experiments
to investigate the effect of using stereoscopic and rotational display
by examining accuracy in 3D path-tracing task. Compared with a 2D
screen, their results indicated that users” had higher accuracy when
visualization was in stereoscopic or when they were using rotational
display view. They argued that these elements would help the under-
standing of complex line cluster and network graphs. Later, follow-up
studies confirmed such benefits (e. g., [Ware and Franck, 1996a; Ware
and Mitchell, 2005]). Other than that, Prabhat et al. [2008] compared
the performance of understanding biological datasets tasks in three
environments: desktop, fish tank, and CAVE. The results indicated
that CAVE, with the highest visual immersion, yielded the best results
for both users’ preference and performance of understanding spatial
relationship. Similarly, Laha et al. [2012] also performed controlled
studies and observed significant benefits of analyzing volume data
with immersion presented. Later, the benefits extended to isosurface


https://graphics.stanford.edu/projects/RWB/
https://graphics.stanford.edu/projects/RWB/

2.1 VISUAL IMMERSIVE SYSTEMS FOR DATA EXPLORATION

Figure 2.5: (a) the initial Fish Tank design using mechanical tracker, image
from [Thabet et al., 2002]. (b) FiberClay visualization systems
using VR headset by Hurter et al. [2019]. (c) Microsoft HoloLens
2 AR headset, image from https://www.microsoft.com/fr-fr/
hololens.

visualization as well [Laha et al., 2014]. Will et al. [2018] explored the
use VR environments and 3D interaction techniques for experts to
trace neural circuits in brain, finding this system effective and less frus-
trating compared to traditional tools. They argued that scientists are
able to understand large and complex cases better with such setting.
Hurter et al. [2019] designed FiberClay (Figure 2.5(b)), a system that vi-
sualizes massive 3D airplane trajectories through occluded VR glasses.
Its evaluation with experts suggested that it favors the discovery of
flying patterns that were not usually noticed, therefore concluding
that such immersive systems have benefits for the data sense-making
process.

From these studies, we first learned that stereoscopy and motion
clues help better understand 3D data, both of which are naturally
brought by modern VR/AR headsets. We thus believe that choosing
an AR head-mounted display (HMD) is an appropriate choice. Second,
our application field of HEP deals with large clusters of particle
trajectories (as illustrated in Figure 1.1), which have certain similarities
with the studied network clusters or neural circuits. Based on that, we
think the advantages of visual immersion will pass to the exploratory
visualization of HEP as well.

17
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2.1.2 Limitations of fully immersive environments

Despite the benefits offered by different immersive environments, and
despite the fact that such environments are gaining popularity in many
different areas (for example, VR and AR systems have been already
much used in education, art and tourism), it is hard to find them
practically applied and integrated into real scientific and engineering
workflows. Apart from the issues raised by the technological con-
straints of the interfaces or physiological characteristics of the human
being as summarized by Guillaume [2014], we discuss with regards to
the requirements of scientists” general data exploration process.

Many studies pointed out that visual analysis helps researchers and
engineers to understand their data, scientific workflows are not limited
to spatial aspects only. Abstract data such as statistical results play a
pivotal role and the analysis of such data usually requires traditional
plots such as histograms, charts, etc. Showing these elements simply
as a billboard placed into stereoscopic 3D view is not necessarily
always advantageous, and turning the plots into a 3D representation
is sometimes argued to be inefficient [Sedlmair et al., 2013]. Also,
special 3D spatial input devices, which are usually the default input
for VR systems, sometimes fails to meet the interaction requirements
of certain scientific tasks, which usually demand a high accuracy.
A recent study [Besancon et al., 2017b] using touch and tangible
interaction to explore volumetric flow data (Figure 2.6) reported that
domain experts mentioned that the traditional scripts-based input is
still necessary for accurate and advanced analysis, and would rather
combine the studied new interactive approach with traditional mouse
and keyboard input.

Figure 2.6: Exploring volumetric flow data with tactile and tangible interac-
tion [Besancon et al., 2017b].

For the particle physics, as we have introduced in Section 1.2, al-
though the physicists agree that stereoscopic output with intuitive and
fluid input is inspiring to understand the global event, they expressed
the need to find a way to support script writing-loading in such envi-
ronments as well due to the fact that scientists do not explore the data
in a random way. Many predefined views, settings, and interaction
(like filtering on different parameters) are specifically designed by
and for the scientists to carry out an analysis. Writing scripts with
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keyboards is still the easiest way to quickly adjust all these parameters
with high precision.

In summary, pure immersive environments have their advantages
of helping data understanding, but yet several limitations make them-
selves hard to be applied to scientific workflows. We thus attempt
to use a hybrid system to overcome the existing difficulties while
benefiting the advantages of each side.

2.2 HYBRID VISUALIZATION SYSTEMS

With the benefits offered by visual immersion and the special require-
ments of domain experts of using traditional analyze tools, we work
towards a hybrid scenario to bring immersive visualization to current
scientific workflows as described in Section 1.3. The concept of hybrid
environments is not novel. Researchers have proposed many different
setups to improve interaction experience and/or to add additional
visualization content. For the interaction part, Besangon [2018] dis-
cussed the general multi-devices interaction scenarios. In this thesis,
we focus on the work related to immersive analytics.

One of the main idea of CAVE2 [Febretti et al., 2013] is to combine
immersive visualization with non-immersive content by dividing the
large display into two parts. Beside configuring the environments to be
fully immersive, users can display immersive and non-immersive side
by side. Based on that, they examined a specific collaborative scenario
to explore ice covered Lake Bonney using the CAVE2 to display public
content while adding a laptop per person to show private informa-
tion and to control the displayed data (Figure 2.7). Later, researchers
studied other visualization applications with the CAVE2 to explore
large-scale cosmological simulation [Hanula et al., 2015] and medical
images [Marai et al., 2016]. The cosmological application visualized
both spatial and non-spatial data, a study shown that such design was
efficient. In our application domain, we also need to deal with both
abstract and spatial data. We thus hypothesized that a combination of
different devices would also help the understanding of scientific data.

Similarly, the Studierstube project [Szalavéri et al., 1998] is a co-
located collaborative system which combines one AR headset and
one hand-held panel for each collaborator. The panel is designed to
both facilitate the interaction and to display information. With such a
setup, Groller [2002] have demonstrated several scientific visualization
applications.

The interactive Slice Wim [Coffey et al., 2012] combined a table-
top display and a wall display. With sterescopic headsets, users can
perceive both the 3D objects in spaces and a projection on the 2D
screens. A typical example is that while users are slicing a volume
visualization, the volume data is visualized in space with stereoscopy
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Figure 2.7: A collaborative working scenario using CAVE2 and personal
laptops to explore ice covered Lake Bonney, image from Marai
et al. [2016].

Figure 2.8: Studierstube collaborative application where users see both the
3D visuals in space and other information on the panel [Groller,
2002].

and the slice plane is projected on the large screen, as illustrated in
Figure 2.9.

As we have mentioned here, in most of the traditional setups with a
large display, users wear 3D glasses to have stereoscopic views. Such
displays project binocular images, thus the 3D objects perceived by the
users are directly linked to the content displayed on screens. However,
the appeal of small and portable AR headsets has offered another
possibility—the immersive displays no longer need to rely on the
content on the 2D displays, each of them can have separate views.
Thus, research on combining a large 2D display with AR headsets
is attracting more and more attention in recent years. For example,
Reipschlédger et al. [2021] augmented a large visualization screens (Fig-
ure 2.11) to address existing challenges that were often encountered
with data visualization on large displays, and proposed several ideas
to align the visualization of the two displays. Similarly, Biischel et al.
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Figure 2.9: The interactive Slice Wim [Coffey et al., 2012].

[2021] explored a in-situ visualization for analyzing spatio-temporal
data using a large wall display and anAR headset. These examples
are quite aligned with our purpose of extending existing tools with
immersive visualization, however, they are generally too large to be
setup in a typical office for daily usage.
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Figure 2.10: Visualizations with AR and large screens by Reipschldger et al.
[2021].

Another idea shown by Bornik et al. [2006] is to use a normal tablet
PC for showing 2D content and to interact with the stereoscopic view
visualized on a large screen (Figure 2.12). They demonstrated this
setup with medical datasets. However, an interesting result of their
study is that users had some difficulties working with 3D environ-
ments, while they can perform things correctly in 2D. They explained
this with the important learning cost, we thus further believes that it
would be useful to keep a traditional workstation as the experts are
used to, instead of replacing with other devices, such as a tablet-like
surface used in the Studierstube project. The reason is that we want
the new setup can be practically integrated into their normal working
environments as requested by Rz.

Benko et al. [2004] also demonstrated a collaborative case for archae-
ological data using large surface and VR headsets. Through combining
a PC-like device or to large visualization environments, all these en-
vironments can fulfill our goal of combing immersive visualization
with traditional analysis tools, and can easily display either spatial

21



22

RELATED-WORK

Figure 2.12: A hybrid setup using a tablet and and wall size stereoscopic
display for medical data exploration [Bornik et al., 2006].

or abstract information for users to analyze. We believe the major
drawback of applying such environments to scientific workflows is
still their high cost and complexity for setup and maintenance.

As for the smaller setups, the use of see-through headsets seems to
be more common the occluded VR techniques. With fully immersive
VR, as users are occluded from the real world, it is required to recreate
all needed elements in virtual space, such as a plane surface for visu-
alization and virtual input devices for a reference. A typical example
is the VirtualDesk presented by Filho et al. [2019] (Figure 2.13) that
created a virtual surface in to facilitate the use of both 2D and 3D
content. This method can both achieve R1 and Rz since it allows the
exploration of all different types of datasets and does not require a
considerable size of space to setup. However, as we have presented in
Chapter 1, we tend to use non-occluded AR glasses to avoid recreating
all the tools that experts need for data analysis, to better make use
of real-world objects, and potentially to facilitate the communication
among several collaborating users.
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Figure 2.13: VirtualDesk application by Filho et al. [2019].

Previous work combining AR and a normal workstations include,
for example, the combinasion of a traditional desktop with zSpace—a
3D stereoscopic screen—for radiologists analysis [Mandalika et al.,
2018]. They evaluated this system with both experts and novices. The
results shown a higher performance with this hybrid setting compared
to both pure 2D and pure 3D setups. The benefits are even greater
with non-experts users. Another example is the SpaceTop proposed
by Lee et al. [2013]. It remains the size of normal desktop, but allows
both traditional 2D and AR displays and interaction. This setup is
pretty close to our vision, however, their usage of AR is limited to
the space of a traditional space, which we believe could be further
explored with modern hardware.

Figure 2.14: SpaceTop by Lee et al. [2013].

Apart from that, another one close to our vision is the DesktopVR
(e.g., [Bogdan et al., 2014]). Similar to the fish tank, with the help of 3D
glasses, it allows users to switch between displaying the monoscopic or
stereoscopic view on the PC screen. Thus, users can switch between the
two depending on the analysis they are running. Compared with the
use of modern commercial AR devices, this setup still has a few major
limitations. For example, the 3D view is limited to the screen space
that cannot support large visualization, and the 2D and 3D analysis
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need to be carried separately—users cannot see the two at the same
time. We believe that new hardware brings both new opportunities
and challenges for design the interaction that worth to be explored.

Later, Millette and McGuffin [2016] designed a hybrid AR and PC
setting to improve the Computer Aided Design (CAD) design process.
They also added a smart-phone to control the AR space in 6 DOFs.
In fact, it is not rare that people investigated a hybrid setting that
one of the device is mainly meant for the interaction. Normand and
McGuffin [2018] used AR environments to enlarge the screen of a
mobile device, thus Lopez et al. [2016] also proposed to use a tablet to
interact with scientific data visualized on a large stereoscopic screen,
and proposed a method to address the difference of view between the
tablet and the stereo space (Figure 2.15).

Figure 2.15: A hybrid setup that uses a tablet to control stereoscopic views,
by [Lépez et al., 2016].

These past approaches show that the combination of multiple de-
vices can enhance the performance of users and empower them with
new types of input by taking the best of each device. Such arguments
also motivate our own work of extending traditional workstation with
immersive environments. We aim to investigate with special regards
to visualization requirements, and study the interaction techniques.

2.3 3D NAVIGATION TECHNIQUES

Figure 2.16: Navigating or manipulating in 3D requires 6 DOFs—translating
along and rotating around the three axis.
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3D navigation (or 3D manipulation), which requires changing posi-
tion and orientation of the view (or the object) in 6 DOFs (Figure 2.16),
is one of the fundamental task in 3D for visualization [Besangon et al.,
2021], and is also the main task we need to support in our systems.
Some surveys (e. g., [Jankowski and Hachet, 2013; Mendes et al., 2019])
summarized a variety of navigation techniques based on different
setups and different input devices, from desktop to virtual immersive
environments. And many studies have been performed to compare
different input devices for 3D environments. For example, Dang et
al. [2009] compared wand, voice, and PC-tablet based interfaces and
found out that the wand is the most efficient input, while there are
also other work suggested that traditional mouse input is still efficient,
such as the one by Sun et al. [2018] that compared positioning tasks.
Our main focus here is not to re-summarize all different kinds of
input and interaction techniques that can be used for 3D interaction,
but to globally discuss a part of them relevant to our hybrid system
design. We will add more details in each chapter when a certain type
is relevant to our work.

Mouse and keyboard are the default input devices for a traditional
workstation. The interaction techniques of using the mouse to navigate
in 3D spaces can be roughly classified into two categories. The first is
to use widgets, like virtual handles, box, or balls (e. g., Figure 2.17). It
allows accurate control of every parameters and sometimes the idea
is also transferred to the AR space as done by the designers of the
HoloLens (Figure 2.18), even though they do not use the mouse as
the input device. However, the design of the mouse cursor in 3D is
not easy, drawbacks exist for every kind of existing design [Schemali
and Eisemann, 2014]. For example, stereo cursors (which work like
a normal 3D object) usually suffer from the occlusion problem as
they can be outside of the field of view or hidden by the virtual
environments. The one-eye cursor [Ware and Lowther, 1997] improves
this aspect by ignoring the depth and keeping the cursor on a 2D
screen plane like a traditional mouse cursor on the screen. However, a
study by Teather and Stuerzlinger [2013] found that such cursor is not
universally beneficial compared with stereo cursor for the selection
task, especially when we vary the distance between the objects to select
and the display surface. So in the first step, we would avoid choosing
interaction techniques that heavily depend on mouse cursor to click
on specific widgets or handles, as designing one in 3D environments
is an important research question itself.
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Figure 2.17: Manipulating 3D objects with mouse using handles [Conner
et al., 1992; Mendes et al., 2019].

Figure 2.18: The bounding box handles of Micirosoft’s mixed reality toolkit.

Another possibility is to directly map the motions of the mouse to
manipulating a certain degree of freedom (DOF). This method usually
requires the combination with the keyboard, and is supported by most
3D modeling or programming software. An example is that in the
inspector windows of Unity3D, while pressing, users can translate
their mouse to rotate the camera. Because it does not rely on the
absolute position of the cursor, we believe it could be easier to use. In
this work, we do not aim to design new interaction mappings (i.e.,
transfer functions) for the mouse, we thus decided to build upon an
existing technique (Figure 2.19), which was found to be used by a
large number of 3D modeling software tools in a survey.

D)

e

Figure 2.19: An existing mouse-based interaction technique, image from the
supplementary materials of Besangon et al. [2017c¢]
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Mid-air gestures are usually used for both VR and AR applications,
as it is a natural way to touch and manipulate an object in 3D environ-
ments. For example, it is a common approach to capture a user’s hand
movement and create a visual hand in VR environments to manipulate
objects. The first version of the Microsoft HoloLens uses gaze direc-
tion and a tap gesture as their default input. For the HoloLens2, the
supported gestures are extended to more possibilities (Figure 2.20).

MRTK

MIXED REALITY
TOOLKIT

Figure 2.20: Examples of supported in-air gestures supported by HoloLens2,
image from Microsoft Mixed Reality Toolkits.

While in-air gestures are often argued to be intuitive and easy to use,
it could cause serious tiredness and cannot achieve a high accuracy
[Filho et al., 2019]. The tiredness is severe for daily use and a low
accuracy usually cannot meet the requirements of visualization tasks.
Moreover, by the time we started working on the thesis, the tap gesture
is the only supported gesture by the first version of the HoloLens.
Without other devices, it is quite hard to meet the requirements of
high DOFs’ navigation/manipulation in 3D. Even though it is possible
to create handles surrounding an object like using the mouse in a
desktop, its long-term usage remains difficult and tiring. Apart from
that, mid-airs gestures work only for the VR/AR and is hard to be
extended to control the PC, which is an important drawback if we want
to find one input for both the PC and the AR part of a hybrid system.
Based on these considerations, we do not envision that using mid-air
gestures is a good choice to offer seamless and unified interaction
that could fulfill the needs of visualization tasks—particularly a high
accuracy is usually demanded.

Wands or spatial-tracked controllers are also commonly found to
interact with VR environments, and are becoming the default input
devices for commercial VR headsets. These input devices are very
flexibly and can offer many controls through their high input DOFs
because they are spatial-aware and they have additional buttons for
interaction. Nowadays, a lot of VR-based visualization research is
based on commercial controllers. An example is the work by Hurter et
al. [2019] as shown in Figure 2.5(b). However, there is still no universal
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one that have been largely applied in AR. Although some efforts have
been made to design special input devices for AR, such as the CHARM
(Figure 2.21) by Klamka et al. [2019], a limitation is that self-designed
devices are not easily acquired by general public.

Figure 2.21: A specially designed input device CHARM [Klamka et al., 2019]
for AR manipulation.

In addition, a common idea is to add a mobile device or a touch sur-
face to enable the direct touch interaction for immersive environments
to form a hybrid system, as we have introduced in Section 2.2. For all
the existing solutions, each is beneficial for a certain use case, but also
has their limitations. In this thesis, to explore the practical usage of our
envisioned hybrid system by general public in their daily workflow,
we decided to start from the default input of the PC—the mouse and
the keyboard, and gradually revise and improve our design according
to obtained results.

2.4 SUMMARY

We have presented in this chapter different immersive visualization
environments, and some combinations with a PC-like workstation.
Even though there are a lot of possibilities to allow experts to switch
between the immersive and non-immersive views to fulfill our basic
requirement R1, many of them rely on complex setup, or large spaces,
which are not compatible with Rz The one that is most close to our
vision is the DesktopVR setup. However, the modern hardware has
brought both new opportunities and new challenging for designing the
interaction and visualization applications. We thus started to explore
the use of a hybrid PC and AR setup for 3D data exploration.
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Towards an Understanding of Augmented Reality Extensions for Ex-
isting 3D Data Analysis Tools

Figure 3.1: Sketch of our vision of transitioning from (a) a traditional work-
station to (b) an AR-augmented data analysis environment [Wang
et al.,, 2019b].

To answer Q1 and Q2, we present in this chapter how particle
physicists would want to use a hybrid PC and AR setup to explore
their data through an observational study. Following our discussions
presented in Chapter 1, our goal is to allow researchers to integrate
stereoscopic AR-based visual representations and interaction tech-
niques into their tools, and thus ultimately to increase the adoption
of modern immersive analytics techniques in existing data analysis
workflows. We use Microsoft’s HoloLens as a lightweight and easily
maintainable AR headset and replicate existing visualization and in-
teraction capabilities on both the PC and the AR view. We treat the
AR headset as a second yet stereoscopic screen, allowing researchers
to study their data in a connected multi-view manner. We detailed our
design choice, implemented prototype, and experiment in this chapter.
Through the observational study with 7 physicists from CERN, results
indicate that our collaborating physicists appreciate a hybrid data
exploration setup with an interactive AR extension to improve their
understanding of particle collision events.

Findings of the piece of work presented in this chapter give us
fundamental understanding of the feasibility of a PC and AR hybrid
visualization system, insights for future improvements, and enlightens
us more specific questions to address.

Main portions of this chapter were published at ACM CHI 2020
[Wang et al., 2020]. The term of “we” in this chapter refers to myself,
Lonni Besangon, David Rousseau, Mickael Sereno, Mehdi Ammi, and
Tobias Isenberg.
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3.1 INTRODUCTION

VR allows us to experience remarkably immersive worlds. These
environments can be engaging and promise to facilitate tasks that
require a high degree of immersion—the psychological state that users
experience when they are surrounded by or in an environment that
is continuously streaming stimuli [Witmer and Singer, 1998]—into
their three-dimensional content. Since the end of 1960s [Sutherland,
1968], a number of technical setups (e. g., [VIVE, 2019; Oculus, 2019;
Cruz-Neira et al., 1992; Febretti et al., 2013]) have been introduced and
explored by researchers, with recent developments not only coming
(visually) close to the vision of a Holodeck [Marks et al., 2014] but
also making immersive experiences available to the general public.
From the start, VR hardware has also been explored for 3D data
visualization (e. g., [Haan et al., 2002; Frohlich et al., 1999; Hurter et al.,
2019; Keefe, 2008; Marks et al., 2014; Sundén et al., 2017; Theart et al.,
2017]) and were proven to be more efficient than traditional setups in
many different aspects as we have already discussed in Chapter 2.

Compared to fully immersive VR environments, AR offers new
opportunities, in addition to also offering immersive 3D stereoscopic
data views. First, AR does not transport users to a fully virtual world,
allowing them to interact with real-world objects such as traditional
input devices (e. g., mouse). Users are thus not forced to use dedicated
input devices (e.g., wand, 3D controller) as in most VR settings, re-
sulting in lower learning costs and a large potential to integrate the
new environments with existing tools. The latter is essential because
domain experts tend to stick to existing analysis tools and are hesitant
to transit to new ones, as has been shown in past work [Besancon et al.,
2017b] and which we also saw in our field observations as described in
Chapter 1. We argue that this is is one of the main reason that current
VR-based immersive environments rarely find their way into practical
data analysis workflows used by scientists.

In this work we thus investigated a hybrid setup which extends
traditional PC-based exploration tools with AR. This setup allows
researchers to benefit from the immersion offered by AR technologies,
while still being able to use their traditional analysis tools on classical
workstations which possess higher computational power. While some
past work (e. g., [Millette and McGutffin, 2016; Nagao et al., 2016; Ser-
rano et al., 2015]) and commercial manufacturers ' already envisioned
or explored extensions of 2D screens with AR, we focus on the specific
design requirements for scientific visualization. This domain differs
from past studied ones such as VR/AR-supported video conferences
and game-play, especially because of a high demand for accurate in-
put. We used Microsoft’s HoloLens [Microsoft, 2019] as a see-through

Examples include the work of https://www.youtube.com/watch?v=0NogltmewmQ and
https://www.youtube.com/watch?v=q0K3n0Gf8mA.
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3.2 RELATED WORK

AR HMD so that users can seamlessly switch from the PC view to
a stereoscopic data representation, and back. We duplicated in both
platforms a set of visual data analysis features specific to particle
physics to achieve a comparable level of functionality. The features
are adjusted with respect to the constraints of their rendering space.
We then treat both visual spaces as connected views [Wills, 2008], and
let users control them using mouse and keyboard devices to avoid a
repetitive switching of input devices. To better understand such AR-
supported scientific visualization, we then present an observational
study about how scientists want to make use of such a hybrid system,
with special focus on particle visualization in HEP. We then discuss
the potential usage and future design of such settings with respect
to the feedback gathered from our study. Our main contribution is
thus not the system design but our study. To our best knowledge, we
are the first to examine the practical use of immersive visualization to
satisfy real needs of physicists. Our results will guide the design of
future hybrid visualization systems needed by physicists and scientists
with similar 3D data.

3.2 RELATED WORK

Since we have discussed immersive and hybrid visualization environ-
ments in Chapter 2, we only quickly summarize a few main points
in this section before discussing approaches that facilitate the interac-
tion between different visual environments. We conclude this section
with a small survey of visualization in particle physics—our chosen
application domain.

3.2.1  Immersive and hybrid visualization environments

In the past, the responsive workbench [Krueger and Froehlich, 1994],
occluded virtual reality glasses [Shibata, 2002], and CAVEs [Cruz-
Neira et al., 1992] have been extensively studied because, compared
to traditional 2D screens, they better support visual data immersion.
Prior work argued that such environments can foster and facilitate
interaction with large datasets (e. g., [Forsberg et al., 2009; Ware and
Franck, 1996b; Mclntire et al., 2014a]) as well as improving comprehen-
sion (e. g., [Filho et al., 2019; Hurter et al., 2019]). For example, Prabhat
et al. [2008] concluded that, for 3D biological data understanding,
users preferred and performed best using immersive environments,
compared to non-immersive ones. Will et al. [2018] found VR envi-
ronments with effective 3D input makes the task of tracing neural
circuits in brain more effective and less frustrating compared to tradi-
tional tools. FiberClay [Hurter et al., 2019] visualized massive airplane
trajectories combined with the geological map in VR headsets. Its
evaluation with experts suggested that it favors the discovery of flying
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patterns that were not usually noticed, leading the authors to conclude
that such immersive systems have benefits for the data sense-making
process.

With the benefits offered by visual immersion, researchers also sug-
gested using hybrid visualization environments that combine both 2D
screen and immersive environments to benefit from both 3D stereo-
scopic view and traditional analysis information (e.g., 2D slicing
and abstract data). For example, Mandalika et al. [2018] combined a
traditional desktop with zSpace—a 3D stereoscopic screen—for radi-
ologists. Marai et al. [2016] studied collaborative systems combining
a CAVE2 displaying public contents—divided into a 2D wall size
display part and an immersive stereoscopic display—and one laptop
per user to both display private contents and send data to the CAVE.
The Studierstube system [Szalavéri et al., 1998] is a co-located col-
laborative system which combines one AR headset and one personal
hand-held panel. Benko et al. [2004] also demonstrated a collaborative
case for archaeological data. These past approaches show that the
combination of multiple devices can enhance the performance of users
and empower them with new types of input by taking the best of
each device. Such arguments motivate our own work of extending
traditional workstation with immersive environments.

3.2.2  Cross-device interaction

The communication among multiple devices and the interaction tech-
niques for each device have been studied extensively. Brudy et al.
[2019], e. g., surveyed papers from the ACM DL up to May 2018 about
cross-device computing taxonomies and gave a detailed list of in-
teraction techniques for different input modalities. As our ultimate
vision of a seamless integration of the AR extension into the scientific
workflow, we are interested in understanding the possibility of using a
common interaction technique to control both sides without switching
the devices.

Figure 3.2: Illustration of Gluey [Serrano et al., 2015].

Using a head-mounted AR device as a workstation extension, Ser-
rano et al. [2015] designed Gluey (Figure 3.2) to unify the different
devices’ interactions for general workflows. In 2015, Microsoft envi-
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sioned using their HoloLens to extend the 3D modeling tool Autodesk
Maya (Figure 3.3). They allowed users to control the data in both the
desktop and the AR space using the mouse. Millette and McGuffin
[2016], although they added a smartphone, also kept mouse in a hy-
brid system for 3D CAD working scenario. In another example, a
bank envisioned a scenario where users sit on a desk, pull things from
the screen to space, and interact with them using gestures and voice
command. While these possibilities have been demonstrated, their
benefits and limitations remain unclear as well as how to properly
design the interaction, specifically with respect to 3D data exploration
needs. We thus based our prototype on mouse control for both the 2D
and 3D views to better understand how that could benefit scientists
and how it should be implemented.

Figure 3.3: The combination of a traditional workstation and a Microsoft
HoloLens to augment the 3D modeling design process, by Mi-
crosoft.

3.2.3 Visualization and data exploration in particle physics

In our application domain of particle physics, visualization is essen-
tial for both collision exploration and public education [Bellis et al.,
2018]. For example, experts use statistical tools to identify both strange
(whose trajectories are hard to explain by current physics laws) and
interesting (those who carry a high energy) particle traces, and visual-
ization is needed to understand both. Various tools already support
the interactive visualization of particle collisions for different tasks
(Figure 3.4 and Figure 3.5(a)). For example, at CERN, Virtual Point
1 (VP1) [Kittelmann et al., 2010] displays experiments happened in-
side the A Toroidal LHC ApparatuS (ATLAS) detector for searching
elusive dark matter particles, AliEve [Niedziela and Haller, 2017] vi-
sualizes events of A Large Ion Collider Experiment (ALICE), and iSpy
[Alverson et al., 2012] is used for The Compact Muon Solenoid (CMS)
detectors. Most of these tools are traditional PC or web-based with
several identified defaults: a typical difficulty is that dense events are
difficult to visualize due to the overlapping of trajectories after the
projection on the 2D screen. VR recently attracted CERN researchers’
attention: it is being gradually recognized by physicists that stereo-
scopic views can help them to understand their data. Yet the few
existing tools, e.g., ATLASrift [Vukotic et al., 2015] and Belle II [Duer
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et al., 2018], are mostly limited to public education. We, in contrast,
investigated the use of AR headsets for data analysis as they do not
occlude users from the real world and thus can augment the 3D views
of current analysis tools.

Figure 3.4: Examples of visualization tools used in CERN.

3.3 DESIGN CHOICES

Figure 3.5: Screen shots of Virtual Point 1 visualization software. Images from
the ATLAS Experiment © 2019 CERN, used with permission.

Benefits of visual immersion demonstrated in previous literature
and physicists” interests motivated our study. We based our prototype
on discussions with our collaborators at CERN (from the Atlas project)
to understand their workflow, current tools, and interaction require-
ments. Through our discussions we learned that their analysis does
not only rely on visualization software, they need to switch between
data analysis to find and limit the region of interests, and visualiza-
tion to observe and understand the exact phenomenon. We thus need
to consider a system that allows both immersive visualization and
traditional data analysis. Moreover, it needs to be easy to setup such
a system in an office to be used in the scientists” regular workflows.
Based on these considerations, we propose a hybrid setting that com-
bines a PC and a HoloLens Figure 3.1 [Wang et al., 2019b]: We do not
aim to replace the existing tools of scientists but rather to propose to
use a 3D stereoscopic extension that allows them to better perceive
their 3D data, seamlessly combining the benefits of the stereoscopic
view with traditional analysis tools. We now explain our choice in
detail and the relevance of our study to the domain.
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3.3.1  Input

We rely on mouse and keyboard as input devices for both PC and the
HoloLens. Physicists” analysis (in contrast to visualization) heavily
relies on script writing where mouse and keyboard are essential. These
devices are thus important to keep in our hybrid system as we want
to integrate the 3D extension into their workflow.In addition, previous
work pointed out that experts still prefer traditional input even if
new forms of intuitive input exist, for example, studies with fluid
dynamics researchers [Besangon et al., 2017b] and doctors [Mandalika
et al., 2018]—similar to the well-known Legacy Bias in interaction
design where “users resort to well-known interaction styles even when
more effective and novel techniques are available” [Brudy et al., 2019].
For AR input, even though mid-air gestures are popular means,
it has been argued that they could introduce user confusion, error,
and fatigue [Filho et al., 2019]. We thus do not envision its use for
scientific visualization where high interaction precision is required. In
addition, we are interested in unifying interaction design such that
users do not need to switch between different input devices as others
argued in the past, including for the HoloLens. But such interaction
remains a challenge in purely virtual spaces [Grubert et al., 2018]. Our
work is thus a step toward better understanding how hybrid virtual
environments can enhance scientific analysis and how to improve
scientists” workflow with the commonly used input of mouse and
keyboard, as well as how such systems should be realized.

3.3.2 Output

We selected an AR HMD because it is light-weight and can easily be
used in an office, without occluding the real world as a VR HMD.
Users can seamlessly use their traditional analysis tools and benefit
from stereoscopic rendering. We thus do not need to recreate all analy-
sis tools as in VR, nor do we need to introduce additional VR-specific
input devices. Although AR devices with an additional mouse and
keyboard input may fully replace the PC one day, we still explore and
study the equivalent PC-AR hybrid setting due to its currently higher
tidelity. Moreover, relying on a PC likely will always have merit due to
its its high computational power and superior high-resolution screens.
We excluded large environments like a CAVE due to their high de-
mand for space and maintenance, which limit a practical integration
to regular workflows. We do not use static 3D screens because the
virtually unlimited canvas of AR HMDs can provide additional advan-
tages for scientific visualization as such tasks often require multi-view
analysis. They are also more flexible to allow users to arrange views
to perceive both the 3D space and non-spatial information at the same
time. While 3D screens with appropriate interaction techniques can
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Figure 3.6: Example of user interface on (a) a PC and (b) the HoloLens. Both
of them use a menu bar on the top of the view.

also offer large canvases, we believe that gaze-based view-switching
has potentials that we should study. Although we did not investigate
collaboration in this work, an AR HMD may also facilitate collabora-
tive data analysis [Sereno et al., 2019] which should be studied in the
future.

3.3.3 Study relevance

Although research in VR/AR with multi-view settings exist [Mah-
mood et al., 2018]), the interaction requirements of 3D data visual-
ization usually differ from those in other use cases, specifically the
demand of high-precision work. For 3D selection, e. g., common meth-
ods like ray-casting are unsuitable for scientific datasets because they
usually do not natively define objects or regions [Besancon et al.,
2019]. Another example is the common use of orthographic projection
for precise comparison of parallel structures. It is thus important to
study such tasks with domain experts to understand the needs and to
conduct design guidelines to bring immersive visualization environ-
ments into their workflow. Another reason is that, while some have
envisioned hybrid PC plus AR interaction as mentioned above, it still
remains unclear how domain experts would want to use such a hybrid
system, how an AR extension can support data exploration, and how
the interaction/UI should be designed to support their needs. To study
it, a working prototype is necessary because paper prototypes with flat
images remove the immersion provided by AR, thus several features
of AR like walking around would be impossible to investigate.

3.4 PROTOTYPICAL IMPLEMENTATION

We implemented a prototype to serve as an initial tool to understand
the potential use case of an AR extension with PC data exploration
tools—we did not developed it to replace existing software and settings
in usability, interaction details, or computing power, all of which are
fast changing according to experts’ feedback, yet are not the key points
we discuss.
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Figure 3.7: Visualization of (a) hit/true points, (b) constructed/true trajecto-
ries, and (c) zoomed trajectories with points in our PC prototype.

Figure 3.8: Visualization of (a) beam line as well as (b) pixel, (c) short strip,
and (d) long trip detectors with particle hit points in our PC

prototype.

Our prototype consists of two parts: one on the PC and one on
the HoloLens (Figure 3.6), both inspired by our collaborating particle
physicists’ regular work environments. We envision the metaphor
of using a two-screen environment, in which the content of each
screen can be defined individually and the mouse can travel from one
screen to the other. We then replace one of these screens by the AR
environment (Figure 3.1). The users can remain seated and continue
to work with their traditional tools as usual on their PC or laptop,
but can also transition to the AR environment when needed or go
back to the PC at any time. The communication is based on WiFi
using the UDP protocol and is bi-directionnal, i. e., motions happening
in the AR environment are also transmitted to the PC. We created
all implementations in Unity with C# and its framework . NET. We
transmit data via UDP due to its simple implementation and small
processing overhead. In a controlled network, data usually arrives in
order and without loss.

We then created comparable functionality on both the PC and the
AR platform, including the user interface and the interaction logic,
i.e., all tasks described in this section can be performed both on PC
and on HoloLens. Our general idea with this prototype is that both
views share the same dataset but can be configured differently (views,
settings, manipulations, etc.)—just like multi-view environments on
traditional PC settings. Users can pull the current configuration from
one side to another using UI actions. They can also switch the real-
time synchronization between both device on and off, to understand
how users prefer to use such a function.
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Figure 3.9: Ul Interface: (a) PC and (b) HoloLens.

3.4.1 Data

We use simulated proton collision events from the MLTrack Challenge
[Amrouche et al., 2019]. A single event contains information about
(1) the true hit points (collision with detector hardware, including
position and momentum data), computed through physics laws, (2)
the simulated measured hit points (with simulated measuring error),
(3) information on the particle’ trajectory, to which we refer as a
track (Figure 3.7). One event contains about 10K tracks with 100K
points. Basing our visualization only on simulated measurements, we
connect the points” positions to get the particles” measured trajectories.
To reduce the rendering cost, we simply connect the points with
straight lines which is also done by the physicists, without introducing
ambiguity for understanding the true trajectories.

3.4.2 Mouse transitions

Mouse and keyboard input are captured first on the PC, and then
transmitted to the HoloLens. On the PC we use the mouse as usual.
The mouse switches between the 2D screen and the AR space by
pressing the Tab key. We did not use implicit transitions when the
mouse crosses the screens’ borders as done with two 2D screens to
avoid unintended switches between the two platforms. Indeed, the
borders” area of their traditional tools usually contains Ul elements
to perform manipulations or to change system setting (Figure 3.5(a))
causing users to frequently manipulate this area. We did not use gaze
focus to control the cursor either like others [Serrano et al., 2015]
because we leave users the possibility to see both the 3D and the 2D
views at the same time, instead of forcing them use only one. In AR
space, the mouse can move—in addition to its 2D motion—along the
depth axis with the scroll wheel, while the Shift key is pressed. We we
decided to not reinitialize the mouse’s depth position after releasing
the key (i. e., the mouse will not be back to the default position “in
front” of the 3D box). Yet even though the UI widgets in AR are
fixed on the box’ front, users can still click on them while the mouse
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is behind them based on ray-casting (without drawing the ray). We
added a visual feedback (color highlighting) while the mouse “hovers
over” the button.

In the remainder of this section, we list and discuss how we solved
the requirements pointed by the experts. We also report our insights
from analyzing their current tools.

3.4.3 Following the track

Physicists want to follow a single track while exploring, thus each of
them need to have a unique color. Their current tool does not provide
a standard color map for all tracks, we thus created one to make sure
that they are not too bright to hurt eyes in either space.

3.4.4 Abstraction for data and detector

It is essential for our collaborators to visualize both the detector
structure and the collision data. The Atlas detector comprises three
main parts: inner detector, calorimeter, and spectrometer. In this study,
we use a simplified model with only the meshes of the beam line
(where collision happens) and inner detector (which includes pixel
detectors, short strip detector, and long strip detector, see Figure 3.8).
Switching on and off different detectors is triggered using UI widgets
(Figure 3.9), similar to their existing tools.

3.4.5 Visualization of different perspectives

Domain experts need to compare different views of the same data. As
shown in Figure 3.5, the current tool uses multiple windows or several
views on the same screen. We chose the latter as AR has a larger
canvas that supports the simultaneous rendering of multiple views.
We implemented 2 x 2 views (Figure 3.10) including the front, top, left,
and perspective views as commonly found in many 3D tools. Those
views have different transformation (position, rotation, and scaling),
but share the same dataset: manipulations such as filtering are applied
to all of them. Those views are not restrained to pre-defined settings,
each of the them is configurable. Users first click on a specific view,
and then can change its setting (in Figure 3.10, e. g., the right bottom
view’s is highlighted to indicate that users interact with just this view).

3.4.6 Save and jump to specific views

Domain experts also need to be able to save specific states (including
transformation, filtering, and abstraction level) of the dataset they
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Figure 3.11: Visualization of 3 x 3 views: (a) PC and (b) HoloLens. Only saved
views are displayed.

are exploring and may jump back to a former state later. We thus
implemented a 3 x 3 dump board (Figure 3.11) that carries the saved
states. The dump board is always synchronized between the PC and
the HoloLens, thus users can perform interaction on any view and
freely switch to the desired setting on the other.

3.4.7 3D navigation

3D navigation allows physicists to explore and understand the spatial
aspects of the dataset at hand. Their current tool includes interaction
with 5 DOFs: x- and y-rotations, x- and y-translations, and uniform
scaling. However, they are insufficient in an AR setting where users
need to translate the data along the z-axis to specify its position in
space. We thus defined a 7 DOFs navigation mapping using mouse
and keyboard, derived from one of their used tools and previous work
[Besangon et al., 2017c] as follows: the left button triggers a rotation
around the x- and y-axes, the right button triggers a translation along
the x- and y-axes, the scroll wheel translates along or rotates around
the z-axis (a single click on the wheel switches from one to the other),
and scrolling while Ctrl is pressed triggers zooming.

3.4.8 Selection by parameters

Each particle has many parameters. Experts usually plot histograms
and find a region of interest. They then use their tools (VP1 or special
Python packages) and focus directly on the special particles by select-
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Figure 3.12: Histogram filtering: (a) PC (by 1) and (b) HoloLens (by p).

P
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Figure 3.13: Spatial selection: (a) the PC and (b) the HoloLens.

ing them based on the target parameter values. Based on the previous
habit of using histogram, we make them interactive. Users can high-
light and filter particles through clicking/sliding on the histograms
(e.g., left side of Figure 3.12(a)). Explicit filtering is triggered by direct
clicking/sliding, while track highlighting is triggered with Ctrl but-
ton. In our prototype, we support histograms of following properties:
azimuthal angle (phi, ¢) in cylindrical coordinates, pseudorapidity (eta,
n) related to the the dip angle in cylindrical coordinates, transverse
momentum (p¢), the momentum of the generated particle projected
onto the transverse plane, the radius of the production point of the
particle (rp), and the distance of closest approach to the z-axis of the
trajectory of the particle when extrapolated (do).

3.4.9 Spatial selection

Domain experts sometimes need to select tracks based on their po-
sitions in their visualization software. We implemented a lasso tool
(Figure 3.13) which is often found in 3D exploration tools (e.g., [Yu
et al., 2016]). Users can apply Boolean operations to intersect, unite,
or delete the selected tracks with the visualized ones. Using screen
widgets, users can also specify if they want to select particles with
all trajectories inside the lasso or with at least one part inside it, thus
keeping the complete trajectories of the particles. Selected regions are
first highlighted, then filtered after confirmation (Figure 3.6).

3.5 OBSERVATIONAL STUDY

To better understand the implications of combining a traditional work-
station setting with an AR view and how to develop interaction mech-
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anism for such hybrid environments, we conducted a preregistered
(https://osf.io/7qegs/) observational study with seven experts in
the domain of particle physics. While this number of participants
may appear low, it is not an unusually low number when conducting
observational studies to understand the needs of domain experts. We
were interested in their general opinion on such a system and their
feedback on how the interaction should be designed to better answer
the tasks that they have in their domain. We used an observational
strategy that has been used by several other researchers and research
work before when designing for and reflecting on specific domain
experts needs (e.g., [Fu et al., 2010; Hurter et al., 2019; Klein et al.,
2012; Lopez et al., 2016; Lundstrom et al., 2011; Sultanum et al., 2011]).
We specifically decided not to focus on usability studies and time or
error measures for several reasons. First, our goal is to understand
how can we extend the current data analysis tools with an AR exten-
sion instead of presenting new technique/system, we do not aim at
proving a hybrid environment that works “better” than a traditional
PC-based 3D analysis tools. Also, we do not want to miss meaningful
critique and ideas which could be prevented by using quantitative
studies as pointed out by Carpendale [Carpendale, 2008].

3.5.1 Participants

We recruited 7 CERN researchers as unpaid participants, all working
on HEP and denoted as P1-P7 (6 males, 1 female; ages 26-52 years).
They had 2—30 years of post-Master’s research experience (mean: 12.4,
median: 12, and SD: 9.1). All were used to interact with 3D datasets in
their work using typical mouse+keyboard interaction (one reported 1-
2 times a week, while all others reported several times a day or that it
was basically their daily work). Six of them had knowledge about VR
glasses, three had limited experience with immersive environments
(only VR glasses), and none of them had experience working with
Microsoft’s HoloLens.

3.5.2  Apparatus and Setup

Our prototype used the first version of Microsoft’s HoloLens (devel-
opment edition) and a Dell XPS 9570 laptop (3840 x 2160 15" screen)
running Windows 10 with its integrated keyboard and a Bluetooth
mouse. We connected the laptop to a local TP-Link ACy50 router via
Ethernet, to which the HoloLens connected via WiFi. We ran the study
in a meeting room at CERN in Switzerland. We placed the laptop on
one side of a big meeting table and let the Hologram initially focus on
the center of the table, at around 2.5 meters away from the participant
and vertically a little higher than the PC screen (near the other edge of
the table).As shown in Figure 3.14, the room had whitish wall and was
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Figure 3.14: Experimental environment.

lighted as their normal office (the windows on the other side of the
wall were closed by blinds). Nobody walked into or out of this room
during the experiment. Participants sat on a fixed-leg chair. While
workstation screens in an office have a bigger size than the one used
in our experiment, we believe that using a laptop screen is enough for
the purpose of the experiment as we aim to understand the potential
of the hybrid concept, rather than specific hardware. Apart from that,
we have also observed that experts, in many situations, work on their
laptop. Even in their office, they still sometimes make use of their
laptop screen. Also, due to the needs of setting up this experiment at
CERN, using a laptop was the most realistic solution.

3.5.3 Study design and procedure

The same dataset was used by all participants in our observational
study. Each participant performed the experiment individually, in the
mentioned room, alone with the observer. Participants were video-
recorded (participants are not always visible but audio is fully recorded)
for analysis. We started by explaining to participants the purpose of
this study. We then asked participants to read through and sign, if they
agreed, a consent form, a media-release form, and a questionnaire
collecting their demographic information and past experience with
3D data exploration, 3D interaction, and immersive environments. We
then began our three-part experiment:

3.5.3.1 Explanations and tutorials

We first re-stated our purpose with this study and emphasized that the
goal was not to show a more impressive system with better usability
or functionality compared to the traditional one. We then introduced
them with the apparatus. We told them that we would first introduce
the user interface and explain the interaction. We also explained that
the task was to use all possible interaction techniques to explore the
data, before a semi-guided interview to understand how they used
our system. After they had put on the HoloLens and adjusted it to a
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comfortable state, we began the introduction. We did not stream their
view to avoid the drop of performance, we asked them to confirm
their understanding after each presentation and encouraged them to
ask questions themselves. In our design scenario, users sit down and
work on their data as in their office. However, walking around is a
feature of AR HMDs that is under-explored in visualization. We thus
told participants to feel free to get up and walk around.

3.5.3.2 Free exploration and thinking aloud protocol

Once we finished the explanations and the participant was ready, we
left full control to the participant. We asked them to interact with
the system using all implemented functions and freely explore the
described simulated collision dataset. Participants were allowed to ask
for help or pose questions while exploring and were encouraged to
think aloud, i. e., to express directly what they observed and thought.
The experimenter observed the whole experiment next to the par-
ticipant, took notes, and guided the participant if they felt that the
participant forgot something at the end (e. g., if the participant used
only some of the features, we encouraged the participant, without
forcing them, to try others as well). There was no set time limit.

3.5.3.3 Questionnaires and semi-guided interviews

When a participant reported that they had finished exploring the
dataset, we asked them to take off the HoloLens and take a short
break. We then conduced a semi-guided interview asking their gen-
eral feedback about the AR extension and the interaction with mouse
and keyboard, as well as any potential improvements they envisioned.
We finally asked participants to answer 5- or 7-point Likert questions
to quantify some of their ratings. To fairly discuss the potential usage,
we highlighted again, before the interview, that our system was a pro-
totype whose purpose was to understand how to use an AR extension,
instead of presenting a new system. We also explained that many
current hardware limitations would be improved with the release of
new AR devices, thus highlighting that they should focus more on the
interaction and visualization aspects.

3.6 RESULTS

Participants took 30-60min to finish the exploration, and 1.5-2 hours
for the whole study. We report the collected quantitative data and
qualitative insights next. Because they complement each other, we
report these two types of results together, organized into several
categories.Many of the questions are exploratory (i.e., we ask about
their ideas without letting them try other environments) as several
have experienced VR before and our goal is to learn about their general
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Figure 3.15: “For practical data analysis in my future daily work, I would
prefer:” (a) only a PC interface, (b) in-between, (c) half-half
hybrid interface, (d) in-between, or (e) only an AR/VR interface.
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Figure 3.16: “In an interface that uses AR/VR stereoscopic elements, I would
prefer:” (a) a VR interface that only shows virtual elements and
where the real world is completely invisible, (b) in-between, (c)
I have no preference, (d) in-between, or (e) an AR interface in
which the virtual elements are shown in addition to the real
world.

opinions of the most suitable immersion experience for such analysis
tasks instead of precisely comparing the usability.

We based the plot of Likert-scale results on an online tutorial
(http://rcompanion.org/handbook/E_03.html). The horizontal axis
represents the percentages instead of exact numbers, which indicates
the trend (towards the left or the right) of all voting results. While we
actually use number instead of percentage due to the small number
of total participants, we kept the horizontal axis as the percentage
number since it is a standard for such plots.

3.6.1 Interface

We asked participants about their general impression of such system
and if they would prefer an interface with only the PC, an interface
using only the HoloLens or another VR headset, or a combined one as
we showed. P1 reported a high preference of using only an immersive
interface and P2 suggested a hybrid system but with more focus on
the PC side, while all other participants preferred a half PC and half
AR/VR hybrid system for their future tools as shown in Figure 3.15
and Figure 3.16. We report specific comments below.

p1 did not see the point of keeping the background environment
visible. Then, with proper input, a pure VR environments would
be fully capable for exploring such datasets. Background in-
formation may also be source of disturbance, imaging people
walking around. However, the use of AR facilitated the combina-
tion with the laptop which is highly advantageous, and there is
no sickness feeling as in VR.

p2 agreed that the PC can be used to manage expensive computation,
while visualizing the results in AR space.

45


http://rcompanion.org/handbook/E_03.html

46

UNDERSTANDING AR EXTENSIONS FOR EXISTING TOOLS

c d e
3/7 317 17
100 50 0 50 100

”

Figure 3.17: “In general for 3D data analysis (not necessarily your own work):
(a) the PC is the best platform, (b) the HoloLens is an interesting
yet not particularly useful addition the PC, (c) the HoloLens is a
nice addition to the PC that is sometimes useful, (d) a balanced
combination of PC and HoloLens is best, (e) the PC is a nice
addition to the HoloLens that is sometimes useful, (f) the PC is
an interesting yet not particularly useful addition the HoloLens,
or (g) the HoloLens is the best platform. P1 did not vote while
P4 voted for 2 options.
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Figure 3.18: “For my typical data analysis at CERN/ of particle collision data,
the forced perspective view on the HoloLens is” (a) not useful at
all, (b) in-between, (c) somewhat usable yet has some perspective
projection issues, (d) in-between, or (e)completely equivalent to
orthographic views on the PC. P4 did not vote.

p4 thought that the HoloLens is less disturbing than VR headsets by
not occluding the real world. The PC worked better for precise
interaction and abstract data visualization, while AR offers better
depth perception for 3D visualizations.

p5 preferred a hybrid system, but if a future HoloLens becomes
powerful enough he can imagine the scenario of using only the
HoloLens for both 3D and 2D visualization, potentially with a
virtual keyboard.

p6 preferred a hybrid system because laptop could be kept for practi-
cal data analysis tasks.

p7 was more interested in stereoscopic visualization than regular 2D
screen projections.

Besides, P7 noted that scenarios may exist in which the PC and the
HoloLens would better be used separately depending on the tasks.
She explained that switching the focus both for visualization and
interaction between the 2D and 3D space can be annoying, while all
other participants did not share the same feeling. Nonetheless, P3
mentioned that switching was uncomfortable at beginning, since he is
not used to look up and down because his office screens are aligned
horizontally.

We then asked about the roles of each platform, see the results
in Figure 3.17. P1 did not give any preference because he would
personally prefer a VR environment instead of an AR, PC, or hybrid
system. P3 and P7 thought that the HoloLens is a nice addition to
the PC that is sometimes useful, but the major tasks would still be
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performed on PC. P3’s justification is that all the same things can
be displayed on a 2D monitor and that experts are quite trained to
understand perspective there. P5 and P6 prefer a balanced combination
of PC and HoloLens. P4 reported two preferences (c) and (d). He
thought that, in principle, a balanced combination is perfect for data
interaction, but that it would depend on future performance of the
hardware: Today’s limitations of the HoloLens mean that it can only
be seen as an addition to the PC to use occasionally.

3.6.2  Perception and data understanding

We asked about the difference of perceiving data between the HoloLens
and the 2D screen. Py reported that the AR space is similar to an addi-
tional 2D screen while other thought that AR provides more than an
additional screen, especially emphasizing its added depth perception.
We report specific comments below.

p3 appreciated the HoloLens’s low resolution in some cases as it
makes certain data elements bigger, such as particle hits and
curve trajectories which are often tiny. In addition, AR systems
would allow a better understanding of detector structures and
their spatial arrangement with the particle trajectories, which
will largely help at understanding events.

p6 expressed that the direct interaction with the data to see how
tracks go from one vertex to another is impossible or, at least,
hard to achieve on the PC.

p7 could not perceive the data close to her due to the narrow field of
view of the HoloLens. She then needed to move the data further
away, which limits the 3D immersion.

Data visualized in AR space is forced to be shown in a perspec-
tive view (to maintain stereoscopy), but 3D visualization software
often relies on both orthographic and perspective views. We tried to
understand how experts feel about this forced yet physically correct
perspective projection and the mismatch to a potentially shown ortho-
graphic projection on the PC. Figure 3.18 summarizes their general
opinions. P1-P6 reported that perspective projection on HoloLens is
just natural, they did not see why orthographic projection is useful in
AR space for experts. We report other comments below.

p3, p4 said that as domain experts who understood the data well, the
link between the orthographic projection on PC and the forced
perspective projection in AR is easy to make.

p4 did not vote because he thought the perspective in AR is more use-
ful than orthographic view, but he would keep the orthographic
views on the PC side.
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Figure 3.19: “In an improved interface, I would prefer:” (a) the PC and
HoloLens views always in sync, showing the same exact views
and selections, (b) in-between, (c¢) the PC and the HoloLens
showing different 3D /2D views yet with the same dataset and
the same set of filtered /highlighted tracts, (d) in-between, or
(e) the PC and HoloLens views completely separated, showing
different views, different selections, maybe even different data,
like two independent applications.

p5 understands better events with visualization, yet he typically does
not need to do measurements in visualization software, thus
keeps perspective views which are enough.

3.6.3 Synchronization

Understanding the synchronization between the AR and PC views
gives insights on how to design and use such a system. P1-P4 would
prefer to have the two spaces totally separated and self-configurable,
like two different applications. P5-P7, instead, would prefer keep the
two different views yet which both reflect the same state and dataset.
We present other individual preferences below.

p1 prefers to have two different views/interfaces. While not synchro-
nized, it looks weird if the two views have the same interface
but do not show the same content.

p3 has multiple preferences, depending on the application. If he works
alone, he would prefer both sides to be configured separately,
while he would keep them synchronized for public presentation
and collaboration.

p4, p5 prefer to have switchable configuration by users. In one case,
one can work on the PC and see the changes directly on the
HoloLens; in another situation, they would keep the one state
on one side and to then be able to easily compare the different
states.

p6, p7 were confused when the two views had the same interface but
were not synchronized.

3.6.4 Input

All participants agreed that the AR space should not be used only as
a static screen, but be interactive using better interaction techniques
as Figure 3.20 shows. In our study, however, we saw that certain
implementation limitations can play a big role in the perception of
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Figure 3.20: “For interacting with the HoloLens/AR view (e. g., selections),
I would like to use” (a) completely gesture/hand based input,
(b) in-between, (c) input that combines hand and device actions
such as a pen to point directly at a track, standing next to it, (d)
in-between, or (e) fully hardware-based input where the device
is separated from the 3D HoloLens view and that only uses a
virtual pointer.

user input devices. Specifically, our participants did not appreciate the
current state of the mouse and keyboard input because, in particular,
the mouse movement was sampled and transmitted to the HoloLens
at the frame rate of the program. This caused the mouse movement to
not appear smooth and instantaneous on the HoloLens, compared to
the PC. Besides these solvable technical issues,

p1 is familiar with the mouse which is good for precise interaction,
but seems not interesting to be imported to AR.

p1, p4, p6 want a real 3D mouse for AR.
p2 may be interested in spatial 3D trackers and joysticks.
p3 is more used to touchpad or touch screen input.

p5 is more interested in 3D mice, while moving 2D ones in 3D is
useful as we can easily click on something.

Both P3 and Py thought that 2D gestures on touch pad or screen
could facilitate the interaction from their previous experience, espe-
cially for zooming. We also observed that all participants used a lot of
zooming while exploring the dataset. Although we saw a preference
for investigating the use of a 3D mouse, P6 envisioned other problems
for such input because a 3D mouse can be hidden behind or inside
the data. Another difference compared to PC is that an AR view has
almost unlimited space, so that the cursor can get lost due to a fast
interaction (but also because of the narrow field of view).

All participants were willing to use hand gesture input in AR:

p2 thinks that they are less precise but natural.

p4 felt the urge to touch the hologram in space.

p5 would not use them all the time as they can be fatiguing. However,
he wants to enable gestures for certain tasks, complementary to
a hand-held device.

p6 is interested to navigate and select with hands and fingers, but
only if they are accurate enough.

p7 would use them on the HMD and use a mouse for the PC.
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Figure 3.21: “Seeing the AR stereoscopic data from different sides and per-
spectives, ” (a) I prefer getting up and walking around the data
view, looking at the data from different locations, (b) in-between
(c) I like both, (d) in-between, or (e) I prefer remaining seated,
using rotation/translation to see the data from different vantage
points.

No participant wanted to use voice commands due to, e. g., the prob-
lems in office settings and possible accent issues. Also, no one revealed
specific comments on the gaze control.

3.6.5 Walking around or remaining seated

Getting up and walking around the data using the HoloLens or re-
maining seated and using a rotation/translation interactions are often
discussed with AR setup (e. g., [Filho et al., 2019]), we present results
in Figure 3.21. During the experiment, participants mostly sat on the
chair, but had a few attempts to get up. P3-P6 thought that walking
around or into the data could be quite helpful for data understanding.
We report other individual comments below.

p1 sees no point of walking around, which is especially limited in an
office. For him, regular interactions are sufficient.

p2 is wiling to walk, but it may be useless unless other input is
supported since mouse&keyboard are not carryable.

p4 prefers moving his head to walking or mouse-based data manipu-
lation. He sees the gaze-based exploration as a main difference
to the PC, yet it is less practical in an office.

p6 sees it as the HoloLens” main advantage. However, analysis will
be interrupted due to disconnections with the PC.

p7 was disappointed due to the limited field of view.

3.6.6  Application and collaboration

We asked participants about their envisioned application and col-
laboration scenarios, supposing there are no hardware barriers. P1,
P2, and P4-P6 stated that a hybrid system could be interesting for
collaborative meetings. Further comments included that

p1 finds it interesting to view the data as well as messages from
others. Unlimited space could help collaboration.

p2 envisioned the system to be useful to present to others.
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Figure 3.22: “In the future I could envision to use a hybrid AR interface” (a)
8h a day (b) a few times a day (c) a few times a week (d) 1—2x
per month (e) 1—2x per year (f) not at all. P4 voted for 2 options.

p3 similarly, specified that the system would be useful for general
public presentations but not for experts.

p4 thought that, during collaboration, only one person should interact
with the data at a time, while others only observe.

p6 would allow a larger but finite number of users to interact.

3.6.7 Realistic usage in daily work in the future

We summarize our participants” envisioned future amount of use
of a hybrid setting in Figure 3.22. Py sees no realistic usage in her
daily work since visualization is not her primary task while others
disagree. However, to make such hybrid system realistic, P1, P3, and
P6 would expect other specific functions. Even though they all work
in high-energy physics, their work requirements differ significantly.
P4 voted for two options because he thought the realistic usage would
depend on whether the task requires more analysis or visualization.
He detailed, e.g., that it should have a way to import, export, or
communicate the model and settings with other software.

3.6.8 Comments of each platform

We report some other comments regarding the HoloLens and the PC.

p1 appreciated the large AR canvas which facilitates working on
several things simultaneously. However, the PC has easier acces-
sibility and usability: everyone knows how to use the PC mouse
and interact with standardized UI elements.

p2 sees that the additional spatial dimension shown by the HoloLens
allows people to see the data in a more intuitive way (e.g.,
needing less rotation that on the PC). However, people are well
trained to use and understand data on PCs.

p3 thinks that the HoloLens improves 3D perception because we can
“walk into things” and arrange elements in space.

p4 commented that the AR visual immersion improves data under-
standing, and that the PC is good for precise control and the
display of abstract information.
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p6 believes that the PC is good for quick input such as typing, its
high resolution allows us to display more details. Its familiarity
is also an advantage.

p7 appreciated the HoloLens’ better depth perception, but thinks that
interaction is easier on PC.

3.7 DISCUSSION AND LIMITATIONS

While our participants’ responses to our set of questions as reported
in the previous section already provide a lot of inspiration for the
future development of AR-supported data exploration environments,
we now discuss them in the context of our overall vision of a hybrid
system.

3.7.1 Lessons learned

We observed that due to our design of the AR-part of the interface to
match that of known tools, all our participants quickly understood
how to work with both parts of our hybrid setting—no participant
expressed a fundamental uneasiness about the new design. While
this is not necessarily surprising, it suggests that such a design may
lead to higher adoption rates than VR-only setups. Five of our seven
participants stated that they would use a hybrid system instead of
pure VR/AR or pure desktop systems. However, the placement of
the stereoscopic views needs more consideration to avoid disturbing
existing (horizontally aligned) screen layouts.

The AR view was clearly seen as complementing the PC—most of
our participants, like us, do not expect it to fully replace traditional
workstations. Some participants expressed that they would carry out
certain types of analysis (script writing, abstract data visualization) on
the PC, while they would prefer 3D inspection on the AR view. For
the synchronization between PC and AR the opinions were diverse,
people suggested scenarios where constant synchronization could be
useful as well as other situations were the displays should be akin
to separate applications. The possibility of getting up and “walking
around or into the data” was evidently quite novel to our participants,
but we suspect that people hesitated due to the novelty of this form
of data inspection and the environment of an office not inviting such
actions. When we developed the system, however, we had observed
that one of our collaborating domain experts did get up on his own
accord to look at the data “more closely” in an intuitive way. So we
believe that this is an exciting possibility for analyzing 3D data.

The main advantage of AR to our participants seemed to be its
virtually “unlimited space”—not only for 3D content but also for the
visual comparison of other views. Future work should thus investigate
how to best make use of this space. Following our initial vision, the AR
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view could potentially extend existing tools by providing both screen
space and stereoscopic views of the 3D data, yet in a fundamentally
different way than another 2D or auto-stereoscopic screen on the desk.

Nonetheless, the AR extension is not seen as simply a static 3D
stereo view, instead people feel a strong desire to interact with it.
Our simple replication of the 2D mouse in AR space did not feel
comfortable to people—partially due to the mentioned technical lim-
itations. Yet even if these problems were resolved, it seems that a
dedicated input device such as a 3D or space mouse may be more
useful. After all, we also change from keyboard to mouse and back
during interactions with regular workstations so another dedicated
input device may not feel as disturbing as one may expect. This device
would need to provide similarly precise input like a regular mouse in
2D to support the precise interactions needed for data analysis. We
also would need to understand better how to use a 3D cursor (or a
cursor specifically designed for the HoloLens) —it should be inspired
by the 2D counter-part yet may need special functions to avoid, for
instance, it getting lost in the mentioned large AR interaction space
and to always be visible, even in dense data situations.

While our participants mentioned several other possible forms of
input such as hand gestures or joysticks, we are hesitant about such
designs without empiric evidence that these would provide as much
flexibility, control, and precision as a mouse. In particular gestures in
empty space—even if envisioned by our participants to be intuitive
and “natural”—can quickly become tiring due to the gorilla arm syn-
drome [Hincapié-Ramos et al., 2014]. One interesting and promising
idea, however, is the use of gestures on a potentially existing (laptop)
touchpad as they are currently used to augment the interaction in tra-
ditional interfaces. Certain well-defined multi-finger gestures for 3D
navigation (not only but including two-finger pinch-to-zoom) could
be an excellent form of input for the AR space.

Much to our surprise we found that the lack of orthographic pro-
jection in AR did not bother any of our participants, despite the
prevalence of orthographic views in traditional 3D data analysis tools
like the ones used in particle physics. In the future we thus would
be interested in studying whether AR views with correct perspective
are similarly precise and efficient as orthographic projections (within
the domain of particle physics and elsewhere) for solving tasks in 3D
space because this is a fundamental prerequisite for an effective 3D
data analysis. This apparently “correct perception of 3D shapes” may
also shed light on the limitations and benefits of 3D representations
of abstract (i. e., non-spatial) datasets [Brath, 2014].

Finally, our participants’ suggestions to use an AR-augmented en-
vironment for collaboration appears to be straight-forward, yet also
raises numerous interesting research questions. In addition to known
challenges of collaborative work, we would be interested in how
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people would actually physically immerse themselves into 3D data
representations by walking around in the views, and to what degree
this could support data analysis tasks in our application domain of
particle physics.

3.7.2  Generalization

Our study was based on a PC and a HoloLens using particle physics
datasets. However, we believe that our findings can be generalized.
Any setup that combines a PC with some sort of stereoscopic 3D
display can benefit from our discussion on how to add immersion
to existing workflow, but with some limitations regarding the walk-
around feature and the management of multiple users in collaborative
scenarios. As we stated in our design choices, our results also hold in
a possible pure-AR environment which makes use of physical mouse
and keyboard. The question remains whether our observations for our
specific application domain generalize to other domains, specifically
since the daily tasks of our seven participating experts already differed
significantly. Yet our participants and anybody dealing with some
form of 3D data have to carry out at least the same fundamental 3D
manipulations techniques and use similar visualization tools. The tasks
for analyzing spatial data are comparable to other applications such
as air traffic control [Hurter et al., 2019], and even 3D visualizations of
non-spatial data [Bach et al., 2018] require similar forms of interaction.
We thus believe that our observations can generalize to or at least
inform the interface design in such related domains. Practitioners can
thus build on our findings to build hybrid systems more specifically
adjusted to specific visualization and data exploration needs.

3.7.3 Limitations

In addition to the known limitations of the hardware of the HoloLens
1.0, our prototypical implementation had limited functionality and the
communication between the input devices and the AR view exhibited
the discussed lag. However, the hardware and software setup only
served as a basis to investigate the future design of a more complete
solution, futures iteration will focus on a more specific set of tasks
within our application domain. We expect that improved AR hard-
ware will remove some of the known technical shortcomings (e.g.,
limited field of view, low resolution), yet its handling will be similar to
the present version. Naturally, the specific experiment design and, in
particular, the use of think-aloud in the presence of an observer has the
potential to bias participants. Yet our study design has established way
to conduct observational experiments to extract people’s feelings and
ways of thinking about technology. We believe that with this approach
we obtained much richer input for creating novel hybrid interaction
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designs than we would have with any controlled speed-and-error ex-
periment. Finally, while we emphasized during the experiment that we
did not want the physicist to focus on the technical achievements that
the Hololens represent, it is still possible that this novelty effect might
have biased their subjective answers. To address this issue we will
continue to collaborate with a number of experts in particle physics
and work toward a more refined design of a hybrid system that is
more usable for actual data analysis and through this continued collab-
oration we expect to be able to conduct more controlled experiments
after our collaborators have gotten used to the new devices.

3.8 CONCLUSION

With the results from our observational study, we provide insights on
how to bridge the chasm between the potential benefit of immersive
environments and the lack of adoption in the domain sciences. Results
suggest that, first, scientists strongly favor hybrid AR setups where
the AR complements the PC. Second, content in the two environments
should not constantly be linked. Third, walking through the data
is fundamentally more intuitive than view manipulations. And the
view-based access to lots of virtual screen space is one of AR’s main
advantages. We thus open up a completely new form of immersive
system design for visualization: we no longer need to decide between
immersion and existing tools, but we can use the best of both worlds.
Such insights are not limited to particle physics, practitioners working
with similar 3D dataset can benefit from our results to extend their
data analysis tools with immersive views.

This chapter provides some basic answers for the research questions
Q1 and Q2. Experts confirmed that using the AR display as an exten-
sion to the traditional 2D displays is feasible and has many benefits.
We thus confirms that a data exploration system that combines an
AR display with traditional workstation that be used practically in an
office is simply that users wear an AR HMD while normally working
with the PC using traditional mouse and keyboard, even though the
input devices needed further consideration for the AR space. As for
the transition between the two environments, event though most par-
ticipants preferred that the two spaces could be configured separately
with a function of synchronization on request, it is still be useful to let
users define flexibly define it, to benefit different exploration tasks.
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UNDERSTANDING DIFFERENCES BETWEEN
COMBINATIONS OF 2D AND 3D INPUT AND
OUTPUT DEVICES FOR 3D DATA VISUALIZATION
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Figure 4.1: Illustration of experiment setup. (a) users use a mouse or a space
mouse with a screen; (b) users use a mouse or a space mouse
with a HoloLens; (c) users use a tablet with a screen; (d) users
use a tablet with a HoloLens.

Chapter 3 confirmed the feasibility and the advantages could be
brought by a hybrid AR and PC visualization system. However, an
interaction question arises with our design: the mouse interaction
needs to be revised, which is also related to Q3. From the results
of Chapter 3 and according to previous literature, imitating desktop
Ul widgets in AR space seems not to be a good choice, thus we do
not encourage the heavy use of screen widgets in our application
tields. However, it is still important to offer some levels of control
with mouse in AR, especially for view and object manipulating. We
thus want to understand if using mouse to navigating in 3D causes a
severe problem in AR space, to ultimately design the interaction for
the hybrid system.

Thus, in this chapter, focusing on interaction needs for scientific
data exploration, we evaluated people” performance using 2D (mouse)
or 3D (space mouse and tangible tablet) input devices to interact
with visualizations shown on 2D screens or stereoscopic AR head-
mounted displays. The increasing availability and power of immersive
displays drives us to try to understand how to choose input devices,
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interaction techniques and output displays for the visualization of
scientific data, thus to finally help us guide the interaction design
for a hybrid AR and PC visualization systems. With a docking task
and a clipping plane placement/orientation task, we measure our
participants” performance (completion time and accuracy) with each
of the different combinations of input and output devices. We also
report on their perceived workload, their preference, and on other
qualitative feedback. Results show that the mouse remains good with
any display, especially for tasks that require a high accuracy. Our
results highlight the potential to retain the mouse as a primary input
device, and to complement it with other 3D interaction devices for
specific uses.

Findings of the piece of work presented in this chapter serve as the
guidelines for the interaction design of hybrid AR and PC visualiza-
tion systems.

Main portions of this chapter were submitted to Elsevier and are
under review. The use of we in this chapter refers to myself, Lonni
Besangon, Mehdi Ammi, and Tobias Isenberg.
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4.1 INTRODUCTION

Exploring and understanding three-dimensional spatial data is key for
many scientific disciplines (e. g., computer-aided design, biology, and
mechanics). Recent technological developments are allowing users to
break free from traditional workstations that consist of 2D screens, a
mouse, and a keyboard. For example, analysts can now use devices
that range from small-scale portable displays like mobile phones to
large surfaces like a wall-size screens and fully immersive environ-
ments. With the releases of affordable commercial devices, immersive
environments with stereoscopic output are attracting more and more
attention in the field of visualization and interaction. Already in 1996,
Bryson [1996] pointed out that the visualization of scientific data with
a stereoscopic view has a huge potential due to the natural match
between the dataset’s inherent spatial proprieties and the 3D visual
output space as well as the possibility of integrating input devices that
differ from the traditional mouse. Later studies also highlighted that
stereoscopic views are beneficial for tasks related to understanding
scientific data with volume or isosurface visualization, both of which
are inherently spatial (e.g., [Prabhat et al., 2008; Laha et al., 2014;
Murray et al., 2017]. Recently, the field of immersive analytics [Dwyer
et al., 2018; Marriott et al., 2018] has emerged to specifically investigate
such settings.

Besides exploring the interaction and visualization techniques with
purely virtual environments, visions on integrating them with other
setups exist as well (e. g., [Zielasko et al., 2017; Fulmer et al., 2019;
Surale et al., 2019; Wang et al., 2020]). We follow the idea of using
AR to extend traditional workstations because it allows us to add
stereoscopic views to existing analysis tools, thus improving the data
exploration workflows. While the benefits o