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Abstract

Multi-dimensional data has been visualized in many ways and many of these visualizations

are excellent for a particular set of data or set of tasks. However, we can think of these

individual visualizations as point solutions in the problem space of potential visualization

for multi-dimensional data. In this research I explore the interrelationships between two

multi-dimensional visualizations, namely Parallel Coordinates and Star Glyphs, and inves-

tigate the possibilities of describing these visualizations formally. Through both graphical

means and my linguistic formalism, I show that these two multi-dimensional visualiza-

tions are related and, in fact, belong to the same family of visualizations. This insight lets

me develop Parallel Glyphs, a 3D integration of these two 2D visualizations, along with

a suite of new interactive exploration techniques. The same linguistic formalism is used

to specify Parallel Coordinates and Star Glyphs and is then used to build the morphology

and syntax associated to Parallel Glyphs and its available interactions.
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Chapter 1

Introduction

We are often exposed to information with more than three attributes that cannot be repre-

sented by traditional charts or graphs. This information is defined as multi-dimensional

data and can be conveniently stored in a tabular format. An example of multi-dimensional

data analysis in everyday life is the familiar task of deciding on which car to purchase. To

choose, we have to look at the brand, year of fabrication, price, colour, gas mileage, and

number of doors, just to name a few attributes. The complex number of possible combi-

nations makes the selection not an easy task. In order to facilitate multi-dimensional data

analysis, many visualization techniques have been developed, each with its strengths and

limitations.

This thesis began with looking at two existing visualization techniques for multi-

dimensional data: Parallel Coordinates and Star Glyphs. The thesis has evolved into

the integration of these two methods, into a new visualization technique named Paral-

lel Glyphs. As a theoretical support, a linguistic formalism has been developed by anal-

ogy with natural languages, to provide tools capable of describing visual representations

of multi-dimensional data. This capability of the linguistic formalism is illustrated by

specifying the morphology and syntax of the visual languages that describe Parallel Coor-

dinates and Star Glyphs, respectively. Furthermore, a unified morphology and syntax has

emerged, by applying topological transformations on the previously defined morphologi-

cal units. This unified visual language provides the formal foundation of Parallel Glyphs.

1



2

This chapter first defines the context and the scope of this thesis. The next section

introduces Parallel Coordinates and Star Glyphs, along with a motivation for an associated

formalism. Then the problems addressed in this thesis are identified. They are followed

by the thesis’ goals, showing how each problem is addressed. An overview of this thesis

is provided at the end of the chapter.

1.1 Problem context and scope

The context and scope of the applied part of this thesis is pictured in Figure 1.1.

1.1.1 Information Visualization

1.1.2 Visualization of Multi-Dimensional Data

1.1.3 Parallel Coordinates 1.1.4 Glyphs

PARALLEL GLYPHS  

Star Glyphs

Figure 1.1: Context and scope of the applied aspect of this thesis.

While belonging to the wide discipline of Information Visualization, this research is

specifically focused on visualization of multi-dimensional data. The inner rectangles, with

a dotted border, represent the visualization techniques of multi-dimensional data that con-

stitute the starting point of this research. Namely, they are Parallel Coordinates and Star
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Glyphs, which are a particular case of Glyphs. The middle shaded rectangle represents

the new visualization technique developed in this thesis, Parallel Glyphs. This technique

employs and, more importantly, extends features of the pre-existing methods.

Natural Languages Formal Grammars

Linguistic formalism for describing visual 
representations of multi-dimensional  data  

Figure 1.2: Context and scope of the theoretical aspect of this thesis.

Figure 1.2 illustrates the context and scope of the theoretical aspect of this research.

The linguistic formalism associated to visual representations of multi-dimensional data

developed in this thesis has its foundation in natural languages and formal grammars.

1.1.1 Information Visualization

It is well known that humans started creating visual representations of their surrounding

world early in our history. Initially, pictograms were used for communication, and maps

were used for orientation. In time, a well defined area of scientific interest based on visual

representations has been developed. Horn [33], for example, presents representative stages

of the history of visual techniques used by humans.

The science of Information Visualization has evolved out of necessity to better under-

stand the information that we come across with in everyday life. Visual representations of

this information are employed to retrieve facts that are not revealed by traditional repre-
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sentations. Chapter 2 will detail Information Visualization and discuss some of its specific

techniques.

1.1.2 Visualization of multi-dimensional data

An important sub-area of Information Visualization concerns the study of the develop-

ment of the visual representations of multi-dimensional data. As already mentioned, the

concept of multi-dimensional data represents information with more than three attributes.

Time series data, especially financial or biological information, are common examples of

multi-dimensional data. They are often involved in decision making processes that require

the simultaneous analysis of big sets of items, each item having a considerable number

of attributes. Therefore, many researchers have oriented their research toward providing

accurate and easy to use means of analysis of multi-dimensional data.

The visual representations of multi-dimensional data make use of shapes, colours, po-

sitions or other visual cues to facilitate tasks such as selection, comparison and pattern

identification. Generally, multi-dimensional information is stored in a data table, but the

tabular format may not always support the user enough to solve these tasks, especially to

discover patterns. Therefore, the visual representations of multi-dimensional data extend

the traditional representations, as they supply the user with tools for a visual analysis of

information.

The research described in this thesis is confined to two of these visual representations,

namely Parallel Coordinates and Star Glyphs. This choice is due mostly to the fact that

the same dataset can be visualized with both of these techniques. Consequently, different

aspects of the data are likely to be emphasized in each case. This raises the question

whether it is possible or not to have the best of both worlds simultaneously.
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1.1.3 Parallel Coordinates

Parallel Coordinates is a 2D visual representation of multi-dimensional data, initially de-

scribed by [39] and extended by other researchers. It uses a set of vertical axes for plotting

the values of data items that are initially stored in a tabular format (See Figure 1.3). Each

axis corresponds to one attribute of the data items, representing one column of the initial

data table. These axes are called dimensions. The origin of each dimension is called the

pivot point, and is situated on a pivot axis, common to all dimensions. For each data item,

a polyline connects a point on each dimension axis that corresponds to the item’s value for

that dimension.

An advantage of Parallel Coordinates is that they offer a full overview of the dataset,

allowing the user to identify trends or patterns. It is possible to plot a very large number

of data items, on the order of tens of thousands (20,000 in [81], for example), while the

number of dimensions that can be visualized is limited by the available space.

The main issue of Parallel Coordinates is the limited readability due to clutter and

overlapping polylines. This fact reduces the advantage of having the entire the dataset

displayed in the same graphics window, because some polylines will be fully or partially

hidden by other polylines. The various 2D interactions that have been developed to address

this problem will be later discussed in Chapter 2 section 2.3.

Displaying a large number of dimensions also reduces the visualization’s readability,

as the distance between the vertical axes decreases drastically. Because the dimension

axes are, by default, equidistant, this distance is computed by dividing the width of the

graphical window to the number of dimensions. Therefore, one approach to the problem

of reduced readability can be to limit the number of dimensions displayed at one moment.
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Polyline, corresponding 
to  one row

Pivot  line

Dimension axis, 
corresponding to one column

Pivot  point

Fragment of a 
data table 
containing 100 
data items with 5 
attributes (except 
the ID number).

Parallel Coordinates visualization of the  above data table.

One polyline connects the points visualizing values of the same data item, stored in one row.
All the  values  stored in one column are plotted along one corresponding dimension axis

Figure 1.3: Parallel Coordinates.

On the other hand, restraining the number of data items displayed is not necessarily a

solution for this problem because, as it will be shown in Chapter 3, even for a data set with

fewer than ten data items, ambiguity could be induced by overlapping polylines.
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1.1.4 Glyphs

Glyph is a generic name given to a family of visual representations that convey the mean-

ing of the data items through visual cues like shape and colour. Chernoff faces [16] are

one example of glyphs. In this case, the values of each attribute of a data item are coded

through size and shape of face elements, such as eyes, nose, mouth, or eyebrows.

Star Glyphs are a particular type of glyphs, a 2D visual representation of multi-dimen-

sional data. Typically, one Star Glyph visualizes one data item, stored in a row of the

data table. A Star Glyph is a polygon that bounds a set of spikes coming out of a common

centre, arranged radially. If there is a Star Glyph per data item, then each spike corresponds

to a different dimension. The length of the spike indicates the value of that dimension for

the data item (See Figure 1.4).

In this thesis, this approach is extended into an alternative one, in which one glyph

visualizes one dimension and each spike corresponds to a particular data item. Therefore,

the length of a spike represents the value of the corresponding data item for that dimension

(See Figure 1.4).

Star Glyphs are mainly used because, at some extent, the human eye distinguishes

their shape accurately. The readability of this visualization can be increased even more by

adding colours that convey information such as the identification number of the data item

or of dimension, respectively. Unfortunately, even for a relatively small number of star

glyphs, the limited display space would make it difficult to maintain an overview of the

entire dataset without scaling the glyphs. This is a lose-lose situation, because on one hand

not having the overview leads to an impossibility of performing comparison tasks. On the
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Fragment of a data 
table containing 20 
data items with 5 
attributes (except 
the ID number).

1 2 3 4 5 …
Flower

Width

HeightDepth

Fitness

Flower Widths Heights Depths Fitness

1 2 3
4
5

...

Alternate Star Glyphs visualization of the same data table. One 
glyph corresponds to one dimension, stored in one  column. The 
length of a spike represents the value of one data item for that 
dimension.

Fragment of the Star Glyphs visualization of the data table shown 
below. One glyph represents one data item, stored in one row. The 
length of one spike corresponds to that data item’s value for one 
dimension.  

Figure 1.4: Star Glyphs.

other hand, maintaining the overview by reducing the size of the glyphs will decrease the

visualization’s readability.
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1.1.5 Linguistic formalism for specifying visual representations

In Information Visualization, research is usually focused on developing visual representa-

tions and interaction techniques without establishing a solid formal foundation. One cause

of this fact is the need of fast visual solutions to our increasingly complex life. A problem

arising from this lack of formalism associated with visual representations is that it is easy

to overlook relationships among these representations. Therefore, it might be worthwhile

to build such a formalism even after developing the visual representation, to have a means

of relating and comparing it to other existing or future visual representations.

An example and inspiration for a theoretical foundation of specifying visual repre-

sentations is provided by natural languages. By definition [34], a natural language is ”a

human written or spoken language, as opposed to a computer language”. In this thesis the

concept of ”natural language” is limited to written languages. This choice is justified by

the fact that visual representations are closer to the written languages than to the spoken

ones, because the written word can be considered a visualization of the spoken word.

Horn has defined the visual language as the integration of words, images and shapes

into a single communication unit [33]. While this may seem to be an informal definition

of visual language, in this thesis it has constituted a basis for a linguistic formalism that

specifies visual representations of multi-dimensional data. Visual languages describing

Parallel Coordinates and Star Glyphs are built by maintaining an analogy of this linguistic

formalism to natural languages.

Written languages are based on an ordered alphabet and have a series of morphological

and syntactical rules according to which the words and sentences are built. Following

these rules, it is possible to compare languages and identify families of languages, to learn
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a language from the same family, or to translate a text from one language to another. The

discussion about how Horn’s theory can be applied to build visual languages that specify

information visualization techniques is presented in Chapter 4, as space is required to

detail the morphology and the syntax of these visual languages.

Another source of inspiration for the linguistic formalism of visual representations is

the area of formal grammars, which are also based on an alphabet, and have grammar rules

established for their productions. For generative grammars, the rules determine how a new

element is obtained by combining existing elements. However, the linguistic formalism

defined in this thesis is closer to descriptive grammar, where the rules determine whether

or not a particular element is grammatically correct.

1.2 Problem statement

While both Parallel Coordinates and Star Glyphs benefit the visualization of multi-dimen-

sional data, they each have limitations, as just discussed. Also, there is no formalism that

can be used to specify and compare them. Therefore this thesis addresses the following

problems:

Problem 1. A multi-dimensional dataset can be visualized using either Parallel Coordi-

nates or Star Glyphs, but it is not sufficiently explored whether these visual repre-

sentations could benefit from each other.

a. Parallel Coordinates are hard to read, while Star Glyphs are, comparatively, eas-

ily understood.
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b. Vice versa, Star Glyphs have limitations that are well addressed by Parallel Co-

ordinates. For example Star Glyphs do not scale well to large datasets, do not

offer an overview of the entire dataset, and do not provide support for compar-

ison of non-adjacent data items.

Whether the two visual representations can support each other while preserving their

benefits, and still reducing their individual limitations, is a problem to be investi-

gated.

Problem 2. There is no formal method to specify and assess visual representations of

multi-dimensional data. With the proliferation of access to digital media, it is be-

coming increasingly common for people to present information visually. This has

led to a myriad of new types of visual representations that frequently come into ex-

istence without an associated formalism. It is often difficult to retroactively fit a

formalism to an existing visual representation. To the best of my knowledge, exist-

ing visual representations of multi-dimensional data have no formal foundation that

supports their theoretical investigation and assessment.

Problem 3. The benefits of such formalism are not assessed. Once a formal method of

describing visual representation of multi-dimensional data is defined, a series of

questions rise. Will this formalism describe Parallel Coordinates and Star Glyphs?

Is it applicable to other visual representations of multi-dimensional data? To what

extent can it be generalized?
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1.3 Thesis goals

This thesis will address each of the above mentioned problems, with the following goals

in mind:

Goal 1. Enhancing visual representation of multi-dimensional data, by addressing both

aspects of the problem:

a. Provide Parallel Coordinates with qualities that Star Glyphs have.

b. Provide Star Glyphs with qualities that Parallel Coordinates have.

To achieve this goal, the proposed method is to integrate Parallel Coordinates and

Star Glyphs into one new visual representation of multi-dimensional data: Paral-

lel Glyphs. This new visual representation interactively extends 2D Parallel Co-

ordinates into the third dimension, connecting them with Star Glyphs. (Addresses

problem 1)

Goal 2. Defining a formalism that provides a notation capable of describing visual rep-

resentations of multi-dimensional data. Using an analogy to natural languages, I

have built an alphabet composed of two types of ordered morphemes. With these

morphemes several visual languages can be developed. The grammar foundation is

described by associated morphology and syntax. Each visual language thus defined

is capable of describing a family of visual representations. This capability has been

illustrated by specifying the morphology and syntax necessary to describe Parallel

Coordinates and Star Glyphs respectively. (Addresses problem 2)

Goal 3. Exploring the versatility and applicability of the formalism previously defined

in Goal 2. A new visual language has been built, starting from the formalism that
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separately describes Parallel Coordinates and Star Glyphs. The syntax of the uni-

fied visual language is constructed by applying topological transformations on the

previously defined morphological units. This constitutes the formal foundation of

Parallel Glyphs.(Addresses problem 3)

1.4 Thesis overview

This thesis is structured into six chapters, as follows:

Chapter 2 provides a literature survey of existing research in areas related to visual

representations of multi-dimensional data and to visual language theory. This will be

done in a top-to-bottom approach by looking at information visualization in general and

at visualization of multi-dimensional data in particular. A detailed overview of research

related to Glyphs and Star Glyphs will be discussed next, followed by approaches related

to Parallel Coordinates. The chapter concludes by looking at different approaches to visual

languages and formal grammars.

Chapter 3 describes the design and implementation of Parallel Glyphs. This is an inter-

active 3D integration of Parallel Coordinates and Star Glyphs that utilizes the advantages

of both representations to offset the disadvantages they have separately. The role of uni-

form and stepped colour scales in the visual comparison of non-adjacent items and of Star

Glyphs is also being discussed. Finally, existing capabilities for focus-in-context explo-

ration of the data using two types of lenses, and interactions specific to the 3D space are

illustrated.

Chapter 4 presents the concepts necessary to build a linguistic formalism associated to

visual representations of multi-dimensional data. First I have built an alphabet common
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to visual languages that describe visual representations of multi-dimensional data. Next,

using this alphabet I have defined each morphology and syntax of the visual languages

that describe Parallel Coordinates and Star Glyphs respectively.

Chapter 5 shows how via topological transformations these two visual languages can

be unified. I have specified the morphology and syntax of this unified language, thus

associating a formalism to Parallel Glyphs.

Chapter 6 states the summary of this thesis, reiterating the problems addressed and

my contribution toward solving them. I conclude by identifying future research direc-

tions related to visual representations of multi-dimensional data and to their associated

formalism.



Chapter 2

Related Work

This chapter discusses literature related to visual representations of multi-dimensional

data in general, to Parallel Coordinates and Star Glyphs in particular. The objective of

this review is to detail the background of the research contained in this thesis, providing

the reader with the knowledge necessary to understand the content and motivation of the

following chapters. First, the context of the thesis is explained. Next, different visual

representations of multi-dimensional data are presented, along with specific interactions.

The use of colours in general and colour scales in particular is then discussed. Afterwards,

different aspects of visual language theory are presented. The chapter concludes with

a summary of the related work based on which the research presented in the upcoming

chapters has been developed.

2.1 Context

The research developed in this thesis relates to information visualization and linguistic

formalism. In Chapter 1 section 1.1 a succinct description of the context has been made.

That will be detailed in the upcoming subsections. However, the discussion concerning the

linguistic formalism is deferred until the the end of this chapter, as more space is needed.

The first subsection describes Visualization. Next, Scientific Visualization is introduced

as one branch of Visualization followed by the other branch, Information Visualization.

15
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2.1.1 Visualization

Oxford dictionary defines visualization as the formation of mental visual images ([34],

[2]). However, Ware [84] points out that this definition has been changed over time. This

internal image, he says, has been translated to an external representation, used mostly for

decision support. Visualization helps the decision makers to reveal information, relation-

ships, and patterns hidden in the raw data.

A dramatic example of the impact a visualization can have on the decisions made, is

the story of the Space Shuttle Challenger [79]. In 1986 all seven members of Challenger

died when the shuttle exploded shortly after take off. The explosion was due to a failure

of the O-rings. Unfortunately, the engineers who had analyzed the previous failures of

these equipments had available a really poor visualization of the data (see Figure 2.1(a)).

Therefore, they could not predict that the cool temperature would lead to this tragedy.

Later, the same data was visualized by Tufte [79], who emphasized the relation between

temperature and numbers of failures (see Figure 2.1(b)).

(a) Visualization of the O-rings failures
used by engineers before the tragedy[76].

(b) Visualization of the same data, reflecting the
relationship between temperature and O-rings fail-
ures [79].

Figure 2.1: Challenger Space Shuttle - O-rings visualizations.
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Based on the type of data, visualization has been traditionally divided into two areas:

scientific visualization (SciVis) and information visualization (InfoVis) [13]. According

to this definition, scientific visualization is applied to scientific data, while information vi-

sualization is applied to abstract data. However, both areas have the same goal: to provide

the users with tools for a visual data exploration and analysis. Nowadays the “separated

but equal” approach to visualization’s branches is questioned, whether it should be main-

tained or not. Arguments pro and counter are now based on more criteria, not only on

the structure and type of data [65]. The type of spatialization is another strong decisive

factor. This is due to the fact that scientific data has an intrinsic spatial dimension, while

for abstract data a spatialization has to be assigned. The type of visualization pipeline also

differentiates the two types of visualization: SciVis is focused on optimizing rendering

algorithms, while InfoVis is more oriented toward improving perception and user interac-

tions. However, the areas are often overlapped, in order to help the investigators get the

most out the visualization of their data.

2.1.2 Scientific visualization

As mentioned above, scientific visualization uses data provided by different branches of

science to reveal shapes or patterns that are not visible otherwise. Common sources of

data are geographical, weather and genomic models. Simulations and experiments from

environmental sciences or bioinformatics often provide large-scale data. Therefore, the

scientific visualization techniques are often refinements of algorithms, with improved scal-

ability. As many researchers in this community are from the graphics field, rendering

alternatives and optimizations are also specific to SciVis.
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An example of data with multiple visualizations is the protein p53. This protein is

essential for suppressing tumours. Therefore, it is studied for its possible role in the fight

against cancer. Various rendering of data describing this protein and its four domains are

necessary for a better understanding of phenomena related to cancer [4] [3]. Figure 2.2

shows a sample of the text file containing the structure of the p53 tetramerization domain.

Figure 2.2: Excerpt from the file describing the P53 Tetramerization domain.

(a) Ball and stick model. (b) Spacefill model.

Figure 2.3: Examples of visualizations of the P53 Tetramerization domain.

Two models of visualization are shown in Figure 2.3. They illustrate the fact that the

protein has an intrinsic spacialization.
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2.1.3 Information Visualization

Information visualization is concerned with developing visual representations of abstract

data. Looking at information visualization proceedings for the last five years, one can

notice that the topics are divided into abstract categories, such as: graphs and trees visual-

izations, hierarchy navigation, multi-dimensional data, or time series data visualization.

Visual perception is an important objective of information visualization. Spatial posi-

tion is a strong visual cue for perception. However, abstract data does not have a default

position. Therefore, information visualization design principles coordinate how spatial po-

sitions are assigned in each visualization. Figure 2.4 presents an example of two different

spatializations assigned to the same data.

Figure 2.4: Parallel Coordinates and ScatterPlots visualization of abstract data [38].
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Visual metaphors are the foundation of information visualization techniques. Re-

searchers in this community strive to find new ways to look at data and new ways to

interact with the visualization. Unlike scientific visualization, information visualization

methods look mostly at relationships within the data set, not only at individual data val-

ues. Evaluations and comparisons of different visualization techniques allow information

visualization researchers to determine the benefits and costs of different techniques. The

feedback is then used to find new solutions and new directions in developing the visual

representations.

One limitation of information visualization techniques is that they do not always scale

well for the large data sets used in scientific visualization. This is one reason why infor-

mation visualization methods are not always easily embraced by researchers outside the

community. Avoiding learning a different visual technique is another reason. However,

methods such as high dimensional data visualization would successfully support scientific

visualization, if accepted.

Although scientific and information visualization seem to be two different areas, they

are ultimately parts of the same science, visualization. The ultimate goal of researchers is

to integrate the visualization techniques, in order to create tools for analyzing and under-

standing the data.

2.2 Visual representations of multi-dimensional data

This section is focused on multi-dimensional data, that have been already defined in

Chapter 1 section 1.1.2. The first subsection introduces some visualization techniques

specific to hierarchical data in general. These techniques are important, because high-
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dimensional data is often structured in hierarchies, in order to reduce the number of di-

mensions. The next subsection presents an overview of visualization methods specific to

multi-dimensional data. After that, Glyphs and Parallel Coordinates are detailed, as they

are of particular interest for this thesis, being the starting point of this research.

2.2.1 Visual representation of hierarchical data

Hierarchical data is usually associated with organizational charts or directory trees, as in

Microsoft Windows Explorer. The first goal of visualization techniques in this category

is to correctly represent the parent-child relations among the data elements. Moreover,

these visual representations aim to optimize the use of screen real estate, while maintain-

ing a reasonable size of elements. In addition, the visualization systems need to provide

sufficient tools for the exploration of data, according to Shneiderman’s mantra “overview

first, zoom and filter, then details on demand” [71]. Therefore, navigation and interaction

features are necessary complements of a visualization technique.

The idea of a tree has inspired some visual representations. For example, a hyperbolic

tree is used in [50] and [60] to visualize the node-edge relations (see Figure 2.5). The

screen space is used by the hyperbolic visualizations more efficiently than by geometric

graph visualization. Browsing techniques allow the user of the hyperbolic tree to focus on

any particular element. Thus, a detailed analysis of each node is allowed by focusing on it

and bringing it to the centre.

Another category of visual representations for hierarchical data is constituted by the

space-filling techniques. The spacial arrangement divides these techniques into rectan-

gular, and radial (or circular). Treemaps ([43]) was created in early ’90s to visualize the

structure of the directory tree. Successive horizontal and vertical rectangular subdivisions
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(a) hyperbolic browser [50]. (b) H3: 3D hyperbolic space browser [60].

Figure 2.5: Examples of visualizations of hierarchies in hyperbolic space.

of the screen space correspond to subtrees of the hierarchy. Over the time, treemaps vi-

sualization has been refined by adding features that improve the visual perception and the

use of screen space [80], [12]. Beside the size of each rectangle, colours, labels and even

sounds are mapped to different attributes of the data. Treemaps are now used by scientific

visualizations as well, from oil production data to gene ontology (see Figure 2.6).

Early versions of radial visualizations of hierarchical data include information slices.

This technique uses cascading, semi-circular discs [6]. The main problem of radial visu-

alizations is that for large hierarchies, some slices become very small. Further improve-

ments of these visual representations employ a full disc and focus + context navigation

capabilities. Variations of Sunburst described in [74] address this problem of by adding

exploration support (see Figure 2.6). Details of the item that receive the focus can be

displayed either inside or outside the circular area.
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(a) Treemaps - used to visualize microarray and
gene ontology [8].

(b) Sunburst [74].

Figure 2.6: Rectangular and radial space-filling visualizations of hierarchies hyperbolic
space.

InterRing [91] extends this approach to multiple foci. It provides the user with features

familiar from Microsoft Windows Explorer, such as selection, drill-down and roll-up. In

addition, rotation and structure-based colouring are available. Selection is based on the

brushing mechanism of XmdvTool [81]. InterRing implements two types of distortions,

circular and radial. These distortions are inspired by TableLens [63], and do not require

additional space for focus + context display.

The rectangular techniques use all existing space, while the radial ones inherently

leave some unused portions of the screen. However, comparisons of these two types of

space-filling techniques ([9], [73]) reveal that radial techniques better support the user in

exploring the hierarchic structure.
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Unlike these 2D techniques, Cone Tree [67] uses the 3D space to visualize hierarchical

data (see Figure 2.7). Perception is enhanced by features like animation and transparency

of cones.

Figure 2.7: Cone Tree [67].

Time series data and the World Wide Web are typical examples of hierarchical data.

One interesting technique is built to visualize the web evolution, which includes both

categories of aforementioned data. The Time Tube [17] uses one Disk Tree for each period

of time (e.g. one week) over which the website’s evolution is recorded. From Figure 2.8)

one can observe how a Disk Tree looks similar to a Star Glyph (later discussed in Section

2.2.3).



25

Figure 2.8: Time Tube [17].

2.2.2 Visualization techniques specific to multi-dimensional data

Even if the above visual representations are applicable mostly to hierarchical data, they

are still important for multi-dimensional data. This is due to the fact that one common

way of reducing the dimensionality is to create hierarchies. When partitioning multi-

dimensional data and building the hierarchy, particular care must be shown when choosing

the dimensions. Like TreeMaps and ConeTubes, Dimensional Stacking [42] is another

example of stacked display. The core idea used by this technique is to embed one system of

coordinates into another, starting with the most important dimension. A similar concept of

stacked display is used by n-Vision [23], that introduces a system of nested heterogeneous

coordinates. By using a physical input device named DataGloves, the user can interact

with the visualization and choose points where new sets of three axis are to be nested.

Therefore, there is no overview of the dataset, as the visualization would be too cluttered.

Only the selected points are rendered deeper, and the last level can contain points, lines or

shapes.
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One of the most common visual representations of multi-dimensional data that projects

the data on a 2D plane is the ScatterPlot (see Figure 2.9(a)). It uses N ∗ (N− 1)/2 pair-

wise parallel projections that convey the relationships between pairs of dimensions. The

projections are organized in a grid, for an easy visual association with the corresponding

dimensions. Various interactions can improve this visualization, as shown in [26], [58],

[61], [81], [82], [90]. Chalmers [14] projects the high-dimensional data on a low dimen-

sional layout. His technique uses a stochastically based algorithm of linear complexity. To

illustrate its efficiency, the algorithm is applied on bibliographic and time series data with

tens of thousands of dimensions.

(a) ScatterPlot [81]. (b) Star Coordinates [45].

Figure 2.9: Examples of visual representations specific to multi-dimensional data.

Another projection of a multi-dimensional dataset onto the 2D space is Star Coordi-

nates [45] that uses radial coordinate axes emerging from a common origin (see Figure

2.9(b)). In this visualization, each data item is represented by a point, whose location is
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computed based on all the attributes of that item. In addition, Star Coordinates provide

the user with several interactions to support the visual analysis of correlations between

dimensions and the identification of clusters, outliers, or patterns.

Johnson [44] proposed a vectorized generalization of Parallel Coordinates (which will

be discussed in Section 2.2.4). The SBP (Single-point Broken-line Parallel-coordinates)

algorithm uses vector-fusion to visualize the multi-dimensional data stored in a tabular

format. The rows of the table are called vectors and the algorithm adds each component

vector to the previous, until the entire row is summed up to a single-end-point resultant.

This visualization is less intuitive than Parallel Coordinates and needs animation to in-

crease the accuracy of perception.

2.2.3 Glyphs

A glyph is a symbol (as a curved arrow on a road sign) that conveys information non-

verbally [2]. In information visualization, it represents a graphical object whose position,

orientation, size, shape, colour, or transparency map attributes of a multi-dimensional data

item. Glyphs are generally a way of representing many data values and are sometimes

called icons. Because of the human eye’s pre-attentive ability to distinguish shapes, glyphs

are often used to visualize multi-dimensional data.

One of the first examples of glyphs are Chernoff’s faces [16]. They map the attributes

of one data item on different parts of the face, such as mouth, eyebrows, nose, or eyes (see

Figure 2.10). Another common glyph is the arrow, often chosen to represent vector fields.

The arrow depicts both speed and direction at a point [48]. Related research has followed

two directions. One aiming toward identifying ways of generating glyphs and the other
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Figure 2.10: Chernoff faces [1].

toward improving the layouts. However, the final goal is still to convey information and

relationships between data items.

There have been different approaches to generate glyphs. The solution proposed by

Ribarsky et al.[66] is the Glyphmaker. This is an exploratory tool based on the human eye’s

capability to discern shape differences and spatial relationships. Glyphmaker provides the

users with a glyph editor and a point-and-click mechanism that allows them to interac-

tively customize their visualizations. This makes glyphs an effective multi-dimensional

visualization.

Shaw et al.[70] use superquadrics to generate glyph shapes and explore their percep-

tibility. The order of the scalar values visualized is maintained by controlling the glyphs’

curvature. Their study reveals that there are 22 distinct superellipsoid shapes. Therefore,

changing the glyphs’ curvature is a good way to generate glyphs. Forsell et al.[25] built

on the same idea of surface curvature when proposing to construct 3D glyphs. In his view,
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ordinal data is depicted by using the sign of curvature of surface elements. The advantage

of this solution is that, according to their study, affine 3D properties can be used in some

3D multi-dimensional data visualizations.

Distribution glyphs proposed by [18] support up to four attributes at a time of multi-

dimensional, clustered data. Their main contribution is that they display statistical infor-

mation such as distribution, variability, and extent information in both 2D and 3D. This

solution helps to reduce the number of glyphs displayed, while retaining useful informa-

tion. Their study reveals that distribution glyphs are as good as raw data, but in addition,

they can answer statistical questions.

Beside these methods of generating glyphs there has been more research done ex-

ploring pixel-oriented techniques. Keim [46] introduced two such techniques. One was

query dependent (e. g.: generalized spiral and circle-segments techniques) and the other,

query independent (e. g.: recursive pattern technique). Yang et al.[89] also uses pixel-

oriented techniques to condense the display of the data in a new multi-dimensional vi-

sualization technique named VaR. Each sub window within VaR, which is a glyph, uses

a spiral arrangement of the pixels. These glyphs are positioned in manner that conveys

relationships among dimensions.

Glyphs placement strategies are investigated by Ward [83]. The layout of glyphs is

important to better convey relationships between data points. He categorizes approaches

to glyphs placement in the existing literature into data-driven and structure-driven layouts.

A particular type of glyphs are Star Glyphs [66], [70], [81]. This is one of the two

fundamental visual representations of multi-dimensional data that this thesis is based on,

next to Parallel Coordinates. Star Glyphs are an axial representation, where the dimension

axes are evenly distributed around a common origin. Typically, one star glyph corresponds
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to one data item. Therefore, the length of each axis represents the value of one attribute of

that item (see Figure 2.11). As the way Star Glyphs are generated has not been changed

so far, the only improvements concern the available interactions and the layout.

Figure 2.11: Star Glyphs [58].

An interesting set of interactions applicable to Star Glyphs, Parallel Coordinates, Di-

mensional Stacking, and Scatter Plots have been compared in [26], [58], [61], [81], [82],

[90]. These interactions will be further discussed in section 2.3 of this chapter.

As for the improvement of the traditional 2D layout of Star Glyphs, Tominski et al. [77]

suggest organizing them on a time based axis. This would provide a linked 3D layout for

Star Glyphs with one glyph per data item. However, this idea was only left as a suggestion

for future work. Kiviat diagrams [29] are 2D visualizations that resemble Star Glyphs in

that radial spikes emerge from a common centre and each spike corresponds to a data item.
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Kiviat tubes are obtained by displaying Kiviat diagrams along a time axis and rendering

the surrounding surface as suggested by Tominski et al. [77]. The surface that connects

all the Kiviat diagrams perhaps emphasizes the shape of the tube and possibly conceals

information about individual data items. These ideas are a step forward from the traditional

approach in that they link Star Glyphs, but there is no integration with Parallel Coordinates,

as this thesis proposes.

2.2.4 Parallel Coordinates

Parallel Coordinates are a well recognized multi-dimensional data visualization whose

systematic development began around 1978 [39], [35]. Their pioneer, Alfred Inselberg

accentuates that this visual method yields “graphical representations of multi-dimensional

relations, rather than just finite point sets” [39]. This fact is due to the rigorous geometry

that stands behind Parallel Coordinates. The xy Cartesian plane is extended to the Euclid-

ean N-dimensional space. The y axis of the Cartesian plane is multiplied into a system

of N parallel axes, perpendicular on x. One point C = (c1,c2, . . . ,cN) of this space RN is

represented by a polygonal line that connects the points of coordinates ci on the xi axis

(see Figure 2.12) [37], [85].

The number of dimensions and data items that can be visualized is theoretically un-

limited. However, there is a practical limit defined by the computers’s screen size and res-

olution. In addition, the number of data items is also limited by the degree of overlapping

induced to polylines. Beside overdrawing, another limitation of Parallel Coordinates is

that for categorical data, there is no inherent order of plotting the values along the vertical

axes. This problem is addressed by Rosario et al.[68], whose Distance-Quantification-
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Figure 2.12: Parallel Coordinates - definition [37].

Classing (DCQ) algorithm pre-processes the nominal data, before being imported into a

visualization tool designed for numerical data, such as Parallel Coordinates.

The main strength of Parallel Coordinates is that they provide the overview of the

dataset, thus allowing pattern recognition and relation searching [36]. Examples of how

Parallel Coordinates helps data analysis by modelling relations within a data set, range

from comparison of different economic sectors [36] to visualization of geographic spatial

and temporal data [22].

Refinements of Parallel Coordinates include [51] and [24]. WinViz, described in [51],

uses polylines to represent either tuples or clusters, while group bars are placed on the
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vertical axes instead of attributes values, in order to reduce the clutter. Inselberg, too,

has extended Parallel Coordinates by defining convex hypersurfaces in RN and studying

convexity algorithms [40], [24]. However, this direction has not influenced the research

presented in this thesis.

2.3 Interactions and other aspects of Star Glyphs and Parallel Coor-

dinates

There continues to be considerable research extending Parallel Coordinates and Star

Glyphs. One common direction is to improve the set of interactions possible with both

these techniques [26], [58], [61], [81], [82], [90]. Beside interactions, other features that

are not necessarily interactive, such as clustering and colour, can enhance the readability

of these visualization. This section presents a series of interactions commonly applied on

Star Glyphs and Parallel Coordinates, along with clustering techniques and colour scales.

All these have influenced the interactions developed in this thesis which will be described

in Chapter 3. These features support the user in accomplishing visual analysis tasks. They

are particularly useful when the visual representation of large datasets is too cluttered.

First, clustering methods applied either on dimensions or data items are introduced.

Next, brushing, dimension reordering and focus + context techniques are presented. The

chapter continues with a discussion about how the use of colour can enhance the under-

standing of data. Finally, existing combinations of visual representations are mentioned.
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2.3.1 Clustering

Visual clutter is a common problem with both the Star Glyphs and Parallel Coordinates

technique. It arises when the visualized data set is very large, having a great number

of items or dimensions. If too many items are visualized, a Parallel Coordinates display

typically results in visual clutter, since plotted lines overlap extensively. This makes the

visualization difficult to read and aspects of the information are not conveyed. On the other

hand, Star Glyphs visualizations can become cluttered because a large number of glyphs

need to be displayed, as one glyph represents one item. In order to fit all glyphs in the

screen space, the size of the glyphs and the distance between them have to be drastically

reduced. Therefore, overlapping can occur, as in Parallel Coordinates.

One approach to the mitigation of this problem is to use hierarchical clustering, which

repeatedly groups dimensions based on user defined similarity measures (see Figure 2.13).

Thus, this representation provides a multi-resolution view of the data that reveals trends at

different degrees of summarization [47], [90], [92].

In the case of a high-dimensional data set, the dimensional axes of Parallel Coordi-

nates are too close to each other to be properly read. On the other hand, in Star Glyphs

visualizations, each dimension is represented by one spike of each glyph. Therefore, the

angle between two adjacent spikes is inversely proportional to the number of dimensions.

Consequently, for more than 8-12 dimensions the readability of Star Glyphs is very lim-

ited.

The same idea of cluster-based hierarchies can be applied to data items [26], [58].

Another technique, polyline averaging, represents a range of polylines with an averaged

polyline. This method can be used for dynamically summarizing a set of polylines that in-
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(a) Parallel Coordinates with 42 dimen-
sions.

(b) Clustered dimensions in Parallel Coordinates.

Figure 2.13: Clustering of dimensions applied to reduce clutter in high dimensional Par-
allel Coordinates [92].

tersect the area interactively brushed on the display [72]. It reduces the clutter arising from

overlapping polylines and is an alternative to more computationally demanding methods

such as hierarchical clustering (see Figure 2.14).

(a) Hierarchical clustering of data
items [26].

(b) Polyline averaging [72].

Figure 2.14: Clustering of data items in Parallel Coordinates.
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2.3.2 Brushing

Advancements for Parallel Coordinates and Star Glyphs include brushing, to better support

the interactive exploration of multi-dimensional data [15], [58], [61], [81], [82]. Brushing

is a technique that allows for the interactive selection of a range of values directly from

the visual representation via a click-and-drag technique. This is different from filtering,

that allows selection via tools external to the visual representation, such as sliders. This

selected range is useful for reducing clutter [90] and discovering answers for particular

queries [7].

Trends in data can be revealed in Parallel Coordinates using angular brushing [30].

With this interaction technique the user specifies a subset of slopes to mark the corre-

sponding data points as part of the current focus. The subset resulting from this brushing

can be used for filtering the initial set. Thus, the user can choose not to display the items

or dimensions that are relatively unimportant for a particular task [90].

For hierarchically clustered representations the XMDVTOOL implements n-dimen-

sional brushing for interaction at a chosen level in the hierarchy [58, 81]. Angular brushing

can also be done automatically or in relation to the hierarchy, if one is established [30].

2.3.3 Dimension reordering

A common interactive technique for reducing clutter and revealing data relationships in

Parallel Coordinates is the manual or automatic reordering of the dimensions [61], [81].

While manual reordering may be more tedious than automatic reordering, it is often pre-

ferred because it allows for the establishment of a superior reordering [90]. Specific as-

pects of the data can be taken into consideration that might be overlooked by an algorithm

that reorders based on similarity measures. Dimension reordering is also applicable to Star
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Glyphs as each spike in a glyph represents a dimension and adjacent spikes can be easier

to compare [90].

2.3.4 Focus + context

Focus + context methods are general techniques developed to address problems of visi-

bility of details and have been applied to Parallel Coordinates and Star Glyphs. These

detailed views can be provided by expanding or contracting the spaces between dimen-

sions [90]. This can be important when the number of dimensions in the data set leads

to a particularly dense display [91]. Multi-focus distortion operations allow the user to

enlarge or shrink several regions in the same presentation [92]. The space between dimen-

sions can be increased or decreased with a simple click. If, with high-dimensional data,

the space between dimensions is too tight to allow an accurate click, a structure-based

distortion called INTERRING can be used [91]. In an automatic application of distortion,

the spacing parameter is the distance (for Parallel Coordinates) or angle (for Star Glyphs)

[90]. Although the spacing between dimensions in Parallel Coordinates and Star Glyphs is

typically uniform, non-uniform variations therein can convey additional information about

the dimensions [90].

2.3.5 Use of colour

Maureen Stone considers colour as a key component of information visualization [75].

However, if colour is abused, the result is visual chaos. Therefore, the research related to

colour aims to identify rules and guidelines for the best way of conveying information via

colour. One important contribution is made by Tufte in [78]. He emphasizes that the first

rule in using colour should be “do not harm”. The main functionalities of colour identified
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by Tufte and later illustrated also by Ware [84] and Stone [75] are: to label, to quantify, to

indicate shape and size, to emphasize and to cluster.

In order to effectively communicate the information to everybody, possible colour vi-

sion deficiencies must be taken into consideration. Therefore, Stone [75] recommends to

maintain sufficient contrast, so, even if reduced to shades of grey, the visualization is still

correctly interpreted. Another helpful idea is to reinforce the colour encoding with other

visual cues, such as position, shape and size. Ware’s suggestion is to avoid colour scales

based on the red-green channel, because of the possible users’ colour blindness [84]. Be-

side this deficiency, he also points out that in general the human eye has its limitations.

Therefore, he estimates that only 6-12 colours can be rapidly perceived. A study con-

ducted by Healey [32] suggests to use up to seven isoluminant colours simultaneously, to

maintain a rapid and accurate identification. However, in a collection of colours, individ-

ual colours are not always equally distinguishable. For choosing effective colour for data

visualization, he specifies at least three criteria: a minimum colour distance, linear colour

separation, and colour category differentiation [31].

The grey scale is often used, for its simplicity and natural sense of order. However,

Levkowitz and Herman [53] underline that it has a limited perceived dynamic range of

only 6-90 just noticeable differences (JND). Therefore, they built a locally optimal colour

scale to maximize the JND between neighbouring pairs of colours. They also identify the

desired properties of a colour scale. Order is one of these properties, meaning that the

colours composing the scale should be perceived as preserving the order of values. Stone

[75] notices that there are no intuitive hue scales, only learned ones. Therefore, colour

scales based on variations of hue do not have an intuitive order. However, a rainbow scale,

ranging from black to white through all the hues of the rainbow is proposed by Levkowitz
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and Herman [53]. This scale is improved though, by varying the lightness of its compo-

nents. Another property of colour scales is uniformity and representative distance. This

means that colours should convey the distances between the values represented. Colour

scales should also not create perceived boundaries. Therefore they should continuously

represent continuous scales. Stepped colour scales used in Chapter 3 do not have these

properties, so they are not discussed in [53]. Ware [84] identifies another criterion for the

evaluation of colour scales. He notices that colour scales in the yellow-blue channel can

also create perception problems if the objects are too small.

2.3.6 Combinations of visual representations

Several systems use Parallel Coordinates along with other visual representations. For

example, Wong et al. [88] developed a 2D visualization system that contains Parallel Co-

ordinates and Scatter Plots, each presented in their own regions of the window. The repre-

sentations are linked so that interactive changes to one are reflected in the other. The two

techniques balance each other in data exploration.

The various types of interactions possible with Parallel Coordinates, Star Glyphs, Scat-

ter Plots, and Dimensional Stacking have been applied by several authors simultaneously

on each of these four visualization techniques [26], [58], [61], [81], [82], [90]. However,

the goal of these combinations is to show how the interactions work on each visualization.

There is no comparison of the visualization techniques or discussion about whether or not

they can complement each other.

Finally, Wernert et al. [86] make an exploration of alternate multi-dimensional data

layouts but these representations are not linked either visually, structurally, or interactively.
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2.4 Visual language theory

An early definition, given by Lotman [55], states that language is “any system of commu-

nication which uses signs in a particular way”. Visual language, in particular, is defined

by Horn [33] as “an integration of words, images and shapes into a single communica-

tion unit”. Although he does not talk about a visual language, McCloud’s [59] analysis

of comics is an inspiration for Horn. Comics, McCloud says, are a sight-based medium,

created with visual iconography and words, which are totally abstract ideas. He suggests

to analyze comics by separating the form from content, as cartooning is a form of ampli-

fication through simplification.

Horn expands McCloud’s idea of analyzing comics. He claims that comic books,

scientific diagrams and visualizations, and many other forms of communication involving

visual representations converge into a “visual language”. The possibility of being analyzed

linguistically is one criterion for supporting the idea that the visual language is in fact

a language. Horn defines the units of the visual language based on size: icons, concept

diagrams, information graphics, and information murals. The problem with choosing these

units is that they cannot constitute an alphabet in the sense defined by the English Oxford

Dictionary [34], because they are neither finite nor ordered.

The morphology of the visual language, which is the study of the primitive compo-

nents, has seen different approaches over time. One of them is illustrated by Bertin [10]

and Saint-Martin [69] and has a formal type. Saint-Martin [69] defines a taxonomy of

visual primitives, making a distinction between open (linear) and closed forms, each hav-

ing a series of subclasses of elements. Bertin [10] considers graphics a “language for the

eye”. Therefore, he explores the factors that influence perception and identifies the fol-
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lowing visual morphological variables that he calls “retinal variables”: 2D position, size,

value, texture, colour, orientation, shape. Although they are discussed in the context of

cartography, these variables are also valid in terms of information visualization and vi-

sual language. Saint-Martin’s set of 2D primitives is extended by Biederman [11], who

identifies 36 3D primitives he called “geons” (geometric icons).

However, this formalist approach to morphology is not appropriate for Horn’s per-

spective on visual language for different reasons. Bertin, for example, does not take the

integration between words and images into consideration and, therefore, does not follow

Horn’s definition of a visual language. Saint-Martin’s primitives, on the other hand, are

too abstract and low-level. Hence, they are difficult to use for building meaningful units.

For example, a tree defined as a group of lines and curves at specific angles is hard to

be identified as a tree. In response, Horn follows a utilitarian approach to defining the

morphological units of visual language. His categories of morphological primitives are

words, images, and shapes (points, lines, abstract shapes, and the space between shapes).

The properties that characterize these primitives extend the set of variables identified by

Bertin with 3D position, motion, thickness, and illumination. His approach to morpholog-

ical primitives also builds on Goldsmith’s [27] definition of unities, as areas of a picture

that can be recognized as having a separate identity.

The combinations of the morphological units are studied by syntax. The rules for these

combinations depend on at least two factors. First, the topological relations established

between the primitives existing in the visual field [69]. Second, the Gestalt Principles of

proximity, similarity, common region (closed forms), connectedness, good continuation,

and closure [69] [33].
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A different direction of research related to visual languages is focused on defining

formal grammars that can later be used as a basis for developing visual programming

languages. Visual languages are defined by Marriott et al. [57] as sets of diagrams that

have been defined as valid sentences. They often involve both generative and analytic

aspects of formal grammar.

Generative grammars define a set of rules for generating all the elements of the lan-

guage, starting from an initial element. Chomsky [20] introduced the definition of a formal

grammar. Furthermore, the language of a formal grammar G = (N,Σ,P,S) is defined as

all those strings over Σ that can be generated by starting with the start symbol S and then

applying the production rules in P until no more non-terminal symbols belonging to N are

present. A grammar is context-sensitive if all the production rules determine if a string β

can be correctly generated from another string α , based on the context of α . This defini-

tion derives from the notion of context-sensitive grammar introduced by Chomsky [19] to

describe the syntax of natural languages. This term reflected the fact that using a particular

word was grammatically correct or not in that natural language, depending on the context.

If a language is not context-sensitive, it is called context-free.

Analytic grammars assume that the language has been already generated and then

analyze whether an arbitrary input string is grammatically correct. They formally describe

a parser for a language.

It has been suggested that there are three main approaches to the specification of visual

languages: grammatical, logical and algebraic [21] [57].

The grammatical approaches are based on string rewrite mechanisms. They have an

initial structure, an alphabet, and a set of rewrite rules. L-systems [54] [62] are an example

of these approaches that can generate complex structures based on rewriting rules. An
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alphabet, and a set of productions are defined. Productions are the rewriting rules for

the individual modules over an interval of time. An L-system development has an initial

structure or ’axiom’ and is mainly used for describing recursive structures. Rekers and

Schürr [64] underline the need to complement the spatial relation graph with an abstract

syntax graph. They not only use the graph grammar as syntax definition for formalism for

visual languages, but also provide a graphical parsing algorithm for this grammar.

The logical approach uses logic formalisms from mathematics or artificial intelligence.

Haarslev [28] is an example that uses artificial intelligence description logic theory to

combine topology and spatial relations.

A high-level framework for the definition of visual programming languages is pre-

sented in [56]. The layout perspective of the spatial relationships in that formalism is

extended to a spatial graph grammar that introduces spatial constraints to the abstract syn-

tax in [49] using algebraic specifications of composing functions to define and compare

graphs.

The linguistic formalism described in this thesis does not follow this direction of for-

mal languages. It only relates to the grammatical approaches in that it has an alphabet.

However, it differs in that it has no initial axiom and rewrite rules. Also, while algebraic

formalism is used, the linguistic formalism described here does not rely on the compo-

sition of multiple functions to define a grammar. Instead, it follows a closer analogy

to natural language and to Bertin’s [10] and Saint-Martin’s [69] approach for defining

morphological units. Saint-Martin defines a visual language that communicates through

painting, having then coloremes as primitives. Similarly, the visual languages defined in

this thesis use different information visualization techniques as means of communication.

Therefore, the morphemes and morphological units defined here as primitives are specific
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to these techniques, with the addition that they comply with Horn’s [33] requirement to

integrate shapes and text.

2.5 Conclusion

This chapter has presented a summary of relevant literature concerning existing methods

of visualization of multi-dimensional data and formal grammars. Two such visualizations,

Parallel Coordinates and Star Glyphs, have been analyzed in detail. They will be the basis

for the new visual representation that will be introduced in Chapter 3. Along with these

visualizations, some of their associated interactions, such as clustering and brushing have

also been described. The role of colours in conveying information has been discussed

next. The chapter has concluded with an overview of the visual language theory.



Chapter 3

Parallel Glyphs

This chapter presents Parallel Glyphs, an interactive integration of the visual represen-

tations of Parallel Coordinates and Star Glyphs that utilizes the advantages of both rep-

resentations to offset the disadvantages they have separately. Parallel Coordinates are a

powerful method for visualizing multi-dimensional data, but when applied to large data

sets, they become cluttered and difficult to read. Star Glyphs, on the other hand, can be

used to display either the attributes of a data item or the values across all items for a single

attribute. Star Glyphs may readily provide a quick impression; however, since the full

data set will require multiple glyphs overall readings are more difficult. Parallel Glyphs

extend 2D Parallel Coordinates into the third dimension and naturally connects them with

Star Glyphs. This shows that, in fact, Parallel Coordinates and Star Glyphs are orthogonal

to each other and that they belong to a continuum of visualization techniques. This new

technique can be enriched by applying colour scales to the 3D Parallel Glyphs to support

comparison and selection tasks in 3D. In addition, new interaction methods that are pos-

sible in 3D, such as a ring ruler, enhance comparison of data values and can lead users to

new insights into the data.

The remainder of this chapter is organized as follows: Section 3.1 explains Parallel Co-

ordinates and Star Glyphs in detail, along with their advantages and disadvantages. Next,

the concept of Parallel Glyphs is introduced and the way they are constructed is shown.

Afterwards, I discuss different features of Parallel Glyphs that improve their readability,

such as use of colour scales, new interaction techniques and two focus + context methods

45
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using lens. Finally, a short case study is presented to illustrate the application of this new

technique on a specific data set. The chapter concludes with a summary of Parallel Glyphs

and their capabilities to support the user in visual analysis of multi-dimensional data.

3.1 Introduction

As already presented in Chapter 2, the Information Visualization community shows a wide

interest in developing and improving multi-dimensional data visualization techniques. Re-

searchers are motivated in their endeavours by the benefits of these techniques that pro-

vide bridges between the original data set format and representations of the same data that

are easier to perceive. As mentioned in Chapter 2 Section 2.3, several interactive meth-

ods have been developed with the focus on facilitating rapid, qualitative understanding of

multi-dimensional data.

Multi-dimensional data is composed of many multi-dimensional data items that each

have values over a series of more than three dimensions. A multi-dimensional data item

is a tuple consisting of n ordered elements (a1, a2, . . . , ak, . . . , an), where each element ak

is the value of the data item for the kth dimension, and where k ∈ {1, . . . ,n}. The set of all

these data items can be organized in a tabular format. One data item ai is the ith row (ai
1,

ai
2, . . . , ai

k, . . . , ai
n) , where i ∈ {1, . . . ,NrTuples} and NrTuples is the number of tuples.

Similarly, the kth column is the set of the kth components of all data items. Therefore, the

kth column corresponds to the kth dimension, where k ∈ {1, . . . ,n}.
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The core of this section further explains why visual representations are powerful alter-

natives to tabular representations of multi-dimensional data, investigating in detail Parallel

Coordinates and Star Glyphs as two traditional examples of such visual representations.

3.1.1 What are Parallel Coordinates?

In a Parallel Coordinates visualization, the n-dimensional structure of the dataset is pro-

jected onto the 2-dimensional space of the graphical window through a set of n parallel

axes. In general, these axes are vertical, but restrictions such as space impose at times

the use of horizontal axes. Each axis corresponds to one dimension, which, in terms of

the tabular format described above, represents one column. The origin of each axis cor-

responds to zero or can be set to a chosen minimum value, such as the one stored in that

column. All the values corresponding to the kth dimension are plotted in order along the

kth axis, k ∈ {1, . . . ,n}, from origin as appropriate according to their value along the axis.

All the points that visualize the components of the ith data item are connected by a poly-

line, where i ∈ {1, . . . ,NrTuples}. The origins of all axes are connected by a line that can

be considered a pivot or a base axis (see Figure(3.1)).

For increased flexibility, the tabular format is usually correlated with a database rather

than with an array. This allows the components of the data items to be of different types,
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Figure 3.1: Parallel Coordinates.

numerical or not, and to have different ranges. When such a dataset is visualized in Parallel

Coordinates, a few adjustments are necessary.

First, each dimension associated with a nominal scale has to be correlated with an

ordered scale, either ordinal, interval, or ratio. For example, if one dimension represents

the colour of the data items, some convention such as one that associates red with number

1, yellow with number 2, and so forth has to be made. This is necessary because, as

mentioned above, in Parallel Coordinates all the values are sorted on the axes.

Second, if the differences between the dimensions’ ranges of values are significant,

another adjustment may be required. In order to provide a relevant visualization, the

values are scaled in such a way as all dimensions have almost similar ranges. Otherwise,

the values corresponding to some dimensions might be plotted along a very small segment,

making them almost indistinguishable, while for other dimensions the values might be too

widely spread.

Parallel Coordinates are a powerful visual representation of multi-dimensional data

due to their capacity to display the entire dataset while supporting interactions that lead
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to identification of relationships among items and among dimensions [35, 39]. One great

advantage of Parallel Coordinates is that all data items are visualized in the same system

of axes. Thus, the use of the screen real-estate is being maximized by this layout, while

a full overview of the dataset is also provided. Another advantage is that patterns and

trends difficult to notice in a tabular format are revealed by the visualization. Last but not

least, the solid yet simple mathematical foundation makes interactions with the Parallel

Coordinates very accessible.

On the other hand, the biggest limitation of Parallel Coordinates is that the display be-

comes easily cluttered as the number of items or dimensions increases. The space between

the equidistant parallel axes is computed by dividing the width of the graphical window to

the number of dimensions. Therefore, when visualizing hundreds of dimensions, the axes

can get very close to each other, thus inducing a lack of readability. Parallel Coordinates

support the visualization of tens of thousands of data items (20,000 items in [92]), but as

this number grows the corresponding polylines become overlapped and cluttered. These

readability issues have led to research into interactions with the visualization that can be

added to alleviate these problems.

3.1.2 What are Star Glyphs?

Star Glyphs are another 2D visual representation for multi-dimensional data (see Fig-

ure 3.2). Each glyph represents either a data item or a data dimension, depending on how

the data is read from the table that stores the dataset. In terms of the tabular format, this

means that one glyph visualizes either a row or a column. In related literature [26], [58],

[61], [81], [82], [90], a common way to visualize multi-dimensional data is by using one
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glyph per data item. However, in this thesis one glyph represents one dimension, unless

otherwise stated.

Figure 3.2: Example of Star Glyphs visualization of a data set containing information
about 20 generations of plants, with one glyph per dimension. The glyphs represent in
order: the number of flowers, width, height, depth, and fitness factor for each generation.

A glyph is composed of a set of spikes, frequently bounded by a polygon, that emanate

radially from a central point. The first spike is chosen by convention, usually from the

central point straight up. The angle between any two adjacent spikes is the same, being

computed by dividing 360◦ by the number of spikes. If each glyph represents a data

item, these spikes vary in length according to the values the selected data item has in each

dimension. Therefore, the length of the kth spike of the ith glyph is ai
k, thus representing

the value for this item in this dimension. If, on the other hand, one glyph represents

one dimension, the spikes vary in length according to the values each item has for this

dimension. In this case the length of the kth spike of the ith glyph is ak
i .

Star Glyphs are usually monochrome. However, colour can also be an important at-

tribute to consider when describing them. If colour is used to convey information, it can

reflect, for example, either the glyph’s identification number or any other attribute that

needs to be visualized of that data item or dimension. As illustrated in Figure 3.2 all the

spikes usually have the same colour, but it does not have a particular meaning.

The main advantage of Star Glyphs is that shape and colour are easily and intuitively

perceived by the human eye. They help the user to identify patterns. However, the dis-
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advantage is that each glyph has a separate system of coordinates and needs a separate

display area. Thus, the glyphs placement is not an easy task as it aims to optimize the use

of the graphical window, while preserving an adequate ratio between the number of glyphs

displayed and the size of glyphs. It is unlikely that Star Glyphs provide an overview of the

entire dataset. Therefore, it is very difficult to compare non-adjacent glyphs and to reveal

trends.

3.2 Parallel Glyphs: Integrating Parallel Coordinates with Star

Glyphs

As mentioned in Chapter 2, multi-dimensional data can be visualized using several tech-

niques, each having benefits and limitations. Nevertheless, the ultimate goal is to provide

maximum support for visual analysis of data.

This thesis introduces a new approach stating that Parallel Coordinates are integrated

with Star Glyphs. This aims at bridging the advantages of each individual visualization

and reducing their limitations. Consequently, the information being retrieved from the

new visualization will become more complex and provide increased interaction flexibility.

This section will first examine the concept of expanding the traditional 2D visualiza-

tions into the 3D space. Further on, the steps of how the new visualization is constructed

will be examined in detail.

3.2.1 Concept: Adding the Third Dimension

One significant motivation for developing Parallel Glyphs is to address the problem of

overlapping polylines. This artifact frequently occurs in Parallel Coordinates even when
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only a small number of data items are shown. For example, Figure 3.3(a) shows a dataset

that contains only few data items. By looking at the right side of the Parallel Coordinate

display in Figure 3.3(a) one can see four polylines, indicating that there are four data items.

However, on the left side only three polylines are visible. Thus, the 2D visualization of

Parallel Coordinates becomes ambiguous: Polyline A is obscured by either Polyline B or

C between dimensions 1 and 3. This can affect even simple tasks such as revealing trends.

By opening the Parallel Coordinates into 3D (Figure 3.3(b)) we are able to tell not only

that Polyline A follows the path of Polyline B but also that there is in fact another polyline

(D) that follows a different path which has been entirely hidden by the other polylines.

(a) Regular Parallel Coordinates.

(b) Parallel Coordinates unfolded in 3D.

Figure 3.3: Advantage of unfolding Parallel Coordinates into 3D.

As this test dataset illustrates, the problem of ambiguity created by overlapped poly-

lines is likely to appear in real data, especially when the number of data items increases.



53

Another rationale for introducing the third dimension is that it provides increased in-

teraction flexibility. For example, the order of data items cannot be perceived in 2D.

However, in 3D, the sequence of data items cannot only be viewed, but also modified

to enhance perception or pattern recognition, as discussed later on in Section 3.3.3. 3D

rotations of the visualization is another example of the advantages of the 3D space. By ap-

plying a rotation around the y-axis, the Parallel Glyphs can be overlapped, thus enhancing

their direct comparison (see Figure 3.8(a)).

3.2.2 Construction of Parallel Coordinates in 3D

The Parallel Glyphs integrates Parallel Coordinates with Star Glyphs by extending Parallel

Coordinates into 3D space and unfolding them around a pivot axis (see Figure 3.4). In

Parallel Coordinates data items are plotted as polylines over a set of dimension axes. In

order to be able to unfold the visualization into 3D, each polyline representing a data item

is assigned its own set of dimension axes and utilizes the baseline that connects the bottom

of the dimension axes as a pivot axis. Thus, while the 2D view of Parallel Glyphs matches

the original Parallel Coordinate view, without any further transformations, rotations can

successively be applied around the pivot axis. This results in a visualization in which

the data items can be interactively unfolded into three dimensions. This opening can be

stopped or paused at any chosen angle to change the degree of unfolding, ranging from

the original 2D view to a complete 360 degree rotation.

In the new visualization, Star Glyphs emerge during the unfolding process. By con-

necting the outer end points of all line segments for a given dimension the glyphs appear

linked along the pivot axis (see Figure 3.5). Thus, the 3D visualization naturally integrates
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both types of visualizations for multidimensional data. Both Parallel Coordinates and Star

Glyphs can be shown connected to each other and can be explored interactively.

Figure 3.4: Several steps of unfolding the 2D Parallel Coordinates into the 3D Parallel
Glyphs visualization.
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Figure 3.5: Star Glyphs emerging in the new visualization.

When building the 3D visualization I considered both orthographic and perspective

projection. The perspective projection is typically used in applications that convey the

sense of depth in a more realistic way. With this projection, the length of the glyphs’ spikes

varies, closer segments being shown longer than the farther ones. These variations make

it difficult for users to accurately visually compare the lengths of the spikes. Therefore,

I decided to use orthographic projection in the new visual representation thus preserving

the lengths of the segments.

Traditionally, Parallel Coordinates have one axis for each dimension of the data set.

Therefore, the Star Glyphs emerging in the new visualization have one glyph per dimen-

sion, each spike corresponding to one data item. On the other hand, Parallel Glyphs can

generate a visualization showing each glyph representing all the dimensions of a single

item (see Figure 3.6). This can be done by merely switching the way the data is read from
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the data table: changing from columns over rows to rows over columns or vice versa. This

also results in a modified Parallel Coordinates representation that shows dimensions as

polylines and objects as axes (see Figure 3.7).

Figure 3.6: Star Glyphs, each glyph representing one object as opposed to one dimension
as shown, e. g., in Figure 3.5.

Figure 3.7: Parallel Coordinate representation resulting from Figure 3.6.

However, this switch has its limitations. Because the number of items is usually rather

large, the number of glyphs aligned along the pivot line grows correspondingly (as seen

in Figure 3.6). Therefore, the space between glyphs will decrease accordingly, raising the

question of the maximum reasonable size of data sets for this visual representation. How-

ever, by adding some 3D interaction techniques to the new visualization, the number of

displayed glyphs might be increased. Thus, the flexibility of the visualization is enhanced.
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For example, such interactions are allowed because the pivot line that connects the glyphs

is just an abstract element and not a preferred dimension or a time axis. Therefore, even if

the order of glyphs is initially the same as the order of items in the data table, this can be

modified to better support each task.

A disadvantage of traditional Star Glyphs is that a loss of context can be induced by

spreading the glyphs in a 2D layout. This can lead to difficulties when conducting com-

parisons across glyphs. However, the new 3D visualization displays the glyphs naturally

aligned on the pivot axis (see Figure 3.5). This new layout and additional 3D interactions

(a) Side view. (b) Front view.

Figure 3.8: Parallel Glyphs aligned on the pivot axis to allow comparison of data items.

can address the issue of comparisons. For example, rotating the pivot axis around y so that

the data item of interest is displayed topmost offers a direct comparison of the overlapped

glyphs (see Figure 3.8(a)). If no y rotation is applied, a side view of the unfolded Paral-

lel Glyphs is obtained (see Figure 3.8(b)). The employed orthographic projection makes

the comparison of glyphs valid, because the lengths of the spikes are not affected by per-
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spective deformation. Moreover, maintaining the polyline connections provided by the

Parallel Coordinates can also aid a more accurate comparison (see Figure 3.9). Additional

3D interactions are also described in Section 3.3.2.

Figure 3.9: Setting glyphs into relation to each other by arranging them on the pivot axis
and by connecting them with polylines.

3.3 Readability

This section will show how data exploration using Parallel Glyphs is enhanced by using

colours and several interactions. The uniform and stepped colour scales applied to glyphs

as well as to polylines are important visual cues. In addition, interactions initially spe-

cific to the 2D Parallel Coordinates visualizations are now provided for Parallel Glyphs

and extended with new interaction techniques originating from the 3D nature of Parallel
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Glyphs. Basic interactions such as brushing the polylines and dimension axes and reorder-

ing dimensions are now complemented with polyline rearrangement and lens techniques

for focus + context capabilities.

3.3.1 Colour

In Parallel Coordinate visualizations the polylines representing the data items are typically

drawn in a uniform colour or in proximity-based shades that convey information about the

hierarchical structure of the data [26]. Likewise, for glyphs in general, colour is an impor-

tant attribute, used to represent data [46, 89] in addition to size, position, and orientation.

In contrast, for Star Glyphs in particular the most common way of mapping data attributes

is not through colour but through the spikes’ lengths which represent the values of the

corresponding data item. Thus, a Star Glyph’s shape becomes its main visual cue. Unfor-

tunately, comparing spikes becomes increasingly difficult with growing distance between

them, especially if one wants to compare spikes across more than one glyph. Even in 2D

it can be difficult to accurately compare the lengths of spikes that are set at wide angles

apart from each other or belong to different glyphs. Moreover, by adding 3D rotations to

Parallel Glyphs, further difficulties can be created. Although orthographic projection does

make these comparisons valid for views that are orthogonal to any two of the x, y, and

z-dimensions, comparison is not an easy task.

I address this problem by adding circular textures to the glyphs as an additional visual

cue. I create these textures by adjusting uniform colour scales [53] (see Figure 3.10(a)) to

offer an increased readability for glyphs, according to the following three criteria:
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(a) Uniform colour scale (b) 8 steps

(c) 10 steps (d) 16 steps

Figure 3.10: Uniform and stepped heated colour scales applied to the glyphs to increase
comparability between glyphs.

• provide a means for comparing pixels situated at a distance,

• follow some natural ordering of colours, and

• be readable by people with colour vision deficiencies.
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While uniform colour scales are discussed extensively in the literature [53], these

scales are typically based on algorithms that attempt to maximize the number of just no-

ticeable differences (JND) between neighbouring pixels. However, this conflicts with the

first criterion above, as the focus is to recognize differences across a distance, rather than

JND between neighbouring pixels.

The approach I take extends the notion of a uniform colour scale. I propose to use a

set of stepped scales with 16, 8, and 10 steps based on the numerical values provided by

[52] (see Figure 3.10). These numbers of steps were chosen for subdivision measurement

reasons: 16 and 8 are powers of two, like the size of the texture map that stores the colour

scale. 10 is useful for solving tasks involving percents of the values plotted along the

dimension selected to be the reference. In this case, each step represents 10% of the

maximum value of that dimension. Each sector of a stepped colour scale has a single

colour, obtained by averaging the amount of red, green, and blue of corresponding pixels

from the uniform colour scale. Subsequently, this allows the colour scale to meet the

second criterion above (the natural sense of order induced by a uniform scale) while adding

the ability to easily notice ranges of values (first criterion).

As the human eye can better notice variations in luminance along the yellow-orange

axis and variations in hue along the magenta axis, according to [53] the heated and ma-

genta scales are recommended. Knowing that users have different preferences when

choosing the colour scale I provide several other options as well. Moreover, I also consid-

ered colour scales based on opposite colours with the two opposite colours on each end of

an axis, as recommended in [84] but I chose not to use them for two important reasons.

First, the variation on the red-green channel would be difficult for people with colour vi-

sion deficiencies. Therefore, the red-green colour scale would contradict the third criterion
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above. Second, the variations on the blue-yellow channel are hard to distinguish on very

thin sectors [84] as is likely to happen in glyphs with many spikes.

I complement the support offered by a uniform colour scale with a ring-ruler, centred

around the pivot point for a glyph, that can be interactively sized (see Figure 3.11). When

the user clicks a point inside a glyph, this ring is drawn on each glyph as a reference for

comparison. The rings have a radius equal to the distance between the reference point and

the centre of its corresponding glyph. They were created to assist in fine comparisons and

can be used as a ruler.

Figure 3.11: Using rings as rulers to compare values between glyphs. In this example it is
now possible to tell that the big top spike on the middle glyph is slightly shorter than the
corresponding spike on the glyph to its left and that it represents the third biggest value
for this dimension.

The colour scales can also be applied to the polylines, having one main dimension

selected as a criterion for choosing the colour (see Figure 3.12(a)). This is especially
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useful when using the 2D Parallel Coordinates visualization to observe, for example, data

trends. However, when using a stepped colour scale based on a uniform one, the steps may

not be sufficiently distinguishable for other tasks such as selection.

(a) Brush-selecting a range of polylines with the
help of a stepped colour scale applied to the lines
based on a selected dimension. Note that even with
stepping applied to the colour scale it is hard to
make out differences.

(b) Using a stepped scale with distinct colours for
each step helps to increase the contrast between
adjacent colour ranges to better support brushing.
In addition, trends are more visible for the entire
dataset compared to Figure 3.12(a).

Figure 3.12: Stepped colour scales assigned according to the middle dimension. The
selection is easier using the colour scale on the right, having distinct colours for each step.

To mitigate this problem I provide a stepped scale that has a distinct colour for each

step (see Figure 3.12(b)). Within this colour scale it is easy to identify and select polylines

having the values corresponding to the main dimension in the same range. This is valid

even if the polylines are not adjacent or if the glyphs are folded up or only slightly rotated.

Of course, this colour scale will not always meet the second criterion above (natural order

of colours). Therefore, a legend for the colour scale as an aid to the visualization reader is

recommended.
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3.3.2 Interactions

Regardless of the technique employed, visualization alone is not enough for a thorough

data analysis. It is of great help for the user to be able to interact with the visualization, in

order to visually solve tasks involving datasets of various size and complexity. Therefore,

a number of basic interactions are common to most of the existing visual representations.

They are also supported and, moreover, extended by Parallel Glyphs.

• Selection is an important interaction, as often a task does not refer to the entire

dataset. For example, selection allows the user to look at subsets of one or more

elements at a time, in order to better see details or to discover patterns. In Paral-

lel Glyphs visualization, I provide the same set of selection tools for dimensions as

well as for data items. Therefore, from this point on, I will further refer to dimen-

sion axes and polylines as ”objects”, because they have a similar description of the

interactions.

The indication and left-click action works as a toggle; that is clicking on an des-

elected object will select it, and clicking on a selected object will deselect it. In

this mode only one object of each type (polyline or dimension) can be selected at

a time. A click on an empty area will deselect all objects. One possible issue with

this interaction is that when several polylines are overlapped, only the top-most is

selected. Depending on the task, this fact can be useful or not. For example, if it is

necessary to drag a polyline to see the path of the overlapped polylines, it is useful

to select only the first object. However, if a task requires to select all polylines that

have a certain value, this simple selection is not appropriate. To select more than

one object at the same time, another option is available for both dimensions and
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data items. Brush selection allows the user to select the group of dimension axes or

polylines that intersect a rectangular area that is interactively drawn on the graphical

window. This area is determined by dragging the mouse between the points where

the left button is pressed and released.

To allow the addition or deletion of other objects to/from a subset of objects already

selected, a “multiple selections” option is available. This feature can be chosen from

the toolbar corresponding to either dimension axes or polylines. Multiple selections

work with both methods, click or brush. This time, selecting an object will not

deselect the rest. However, for the clicked object it will still toggle the selection

status.

Once the subset of desired objects or group of objects is selected, any future opera-

tion will apply only on this selection.

• Deletion of either the selected or the deselected objects is a common operation

to choose following the selection process. It allows the user to reduce the clutter

of the graphical window and to focus on fewer objects, when solving tasks such

as data item comparison or pattern recognition. The objects (dimension axes or

polylines) are actually only made invisible, deleting them from the graphical display,

not removing from the dataset. This makes it easy to restore the deleted objects and

to continue the visual analysis on the entire dataset.

• Dimension reordering

Usually the dimensions are initially displayed in the order they are placed in the tab-

ular format of the dataset. However, this ordering can obscure possible relationships

among dimensions, which leads to a cluttered and less meaningful visualization.
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Therefore, providing tools to reorder them is highly important. In related literature

[90] these tools are either automatic, using algorithms that determine an optimal or-

der, or manual, allowing the user’s input. The automatic approach is mostly used

for highly dimensional data, in conjunction with clustering algorithms. Clustering

is a process that separates objects into groups, in order to display only one represen-

tative for each group, as discussed in Chapter 2. The main issue with the automatic

reordering is that particular aspects of the data might not be reflected in the solution

offered by the algorithm, although they are obvious for the user. Manual methods

on the other hand, rely upon a user’s observations and interactions. Therefore, they

are limited by user’s expertise.

For dimension reordering in Parallel Glyphs I have chosen the manual approach

based on the following two reasons. First, it provides more flexibility, allowing the

user to explore data while still considering previously known facts. Second, this

visualization is currently being used for datasets with a relatively small number of

dimensions, for which clustering is not necessary. To change the position of one or

more dimension axes in the Parallel Glyph visualization, the axes are first selected as

described above. Next, the “Drag” button is chosen from the toolbar corresponding

to dimensions. Dragging the mouse will then move the selected axes in the new

position, which leads to the desired order of dimensions. The distance between

all the axes can be automatically evened by using the appropriate button from the

toolbar.

• Zooming and panning are other interactions commonly used by visualization tech-

niques that are also available for Parallel Glyphs. They provide access to details or
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an overview of the visualization. A complementary feature is also offered, allowing

the user to change the distance between adjacent dimensions.

• 3D rotations The interactions described above are generally specific to 2D visual

representations. It is now possible to unfold the Parallel Glyphs using various an-

gles as described in Section 3.2.2 and to apply 3D manipulations to the resulting

visualization. For example, the user is able to rotate the visualization in all three

directions around the pivot axis. A particularly interesting situation is when the

glyphs are unfolded and the entire model is rotated such that the glyphs directly

overlap each other. The transparency supports direct comparison of all glyphs (see

Figure 3.8(a)). In addition to these interactions I implemented a few new techniques

described later in this chapter.

• Fog is a visual cue specific to 3D visualizations. In general, it provides a sense

of depth and realism. For Parallel Glyphs, in particular, it can be also useful for

reducing the clutter, as it obscures the back side of the image (see Figure 3.13).

Through the 3D rotations the objects previously hidden by the fog can be brought

forward and made available for exploration. To mix the colour of the objects with

the fog’s colour, the user has three methods available. For the linear method, the

start and the end positions of the fog need to be specified. For the exponential and

Gaussian methods, the density of the desired fog effect is taken into consideration.

3.3.3 Polylines Rearrangement

In addition to the order of dimensions, the order of tuples is now also meaningful, as

Parallel Coordinates have become three-dimensional. Therefore, I provide the possibility
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Figure 3.13: Using fog to hide farther objects and also to provide the visualization with a
sense of depth.

of interactively changing this order. The user has the capability to select one (through

clicking) or several (through brushing) polylines and then to rotate them around the pivot

axis to a different position in the sequence. This allows one to adapt the sequence of

polylines in the data set to directly compare polylines that were previously far apart. Thus,

the user can avoid one of the main readability issues of a Star Glyphs visualization, which

is the difficult comparison of non-adjacent spikes. Although in Parallel Coordinates the

values of different data items corresponding to the same dimension are plotted along the

same axis, their comparison is not necessarily easy because they might be overlapped by

other polylines. Parallel Glyphs makes the best of both worlds, supporting the interactive

adjustment of overlapping polylines and the possibility of placing items adjacently for a

given task.
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Dimension reordering has already been shown to be useful for identification of patterns

or trends in the data set. Similarly, the polyline reordering can support this type of task,

beside facilitating the comparison of data items. Parallel Glyphs provide interactive item

reordering as the user might have knowledge about the data set that would elude an algo-

rithm. However, an automatic operation equivalent to the automatic dimension reordering

would be interesting to develop.

The fact that the angle between two consecutive spikes of the glyphs is no longer

constant provides a flexibility that opens up new paths for data exploration. In Parallel

Coordinates, in order to analyze a subset of the data independently from the rest of the

set, the items not important for the task are either made invisible or faded out. In Parallel

Glyphs, the items involved in a task can be maintained on the top side of the screen while

the remaining subset can be rotated to the bottom. Thus, the entire set is visible and avail-

able for selection at any time, giving the user full overview of the data and making it easy

to switch between items from one category of interest to another. Both the top and bottom

subsets of the data items benefit independently from different angles of unfolding, while

the entire model can be rotated in 3D in order to provide the best view (see Figure 3.14).

3.3.4 Lens interactions

Depending on the data set, the visual density of the representation can make it extremely

difficult to perform visual selection of polylines that satisfy a given criterion or to identify

overlapped data items. I address this problem by integrating focus + context capabilities

using two types of lenses.

The first one, EDGELENS [87] facilitates the exploration of the data set in Parallel

Coordinates by adjusting the segments that fall into its area of influence into Beziér curves
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Figure 3.14: Random rearrangement of selected data items in 3D. Further comparisons
with other items are possible because the rest of the data set is still visible.

(see Figure 3.15). These curves are shuffled at gradually decreasing distances from the

centre of the lens, thus expanding the space available between polylines and providing

more insight into the dataset. The centre of the lens can be easily moved until the desired

presentation is reached. The required polylines can then be selected, either individually or

by brushing.

For situations where the data items wanted have a particular value or range of values for

a specific dimension, a second type of lens may be used. For ease of selection purposes

a non-linear expansion of the chosen axis is offered. The implementation of this axis-

specific lens uses the EPSLENS library to provide the non-linear expansion of the axis in
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Figure 3.15: Edge Lens interaction with Parallel Coordinates.

the immediate vicinity of the lens (see Figure 3.16(b)). Thus, the points plotted along the

chosen section of this axis are separated by increased distances, allowing the identification

and brush selection of polylines needed for a particular visual task.

(a) Parallel Coordinates before applying the axis-
lens.

(b) Axis-lens that uses the EPS library interacts
with Parallel Coordinates along the first dimension
axis.

Figure 3.16: Selection of data items having the values corresponding to the first dimension
within a very small interval is facilitated by an axis-lens using the EPS library.
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3.4 Case study

As a specific example, I apply Parallel Glyphs to a set of 100 generations of plants gen-

erated by a genetic algorithm [41], each having five attributes: number of flowers, the

dimensions of the plant in 3D (width, depth, and height), and the fitness factor. These are

the five dimensions used in the visual representation, with each generation represented by

one polyline. In this section I look at how the integration of Parallel Coordinates and Star

Glyphs along with the available colour scales supports the user in solving a series of tasks.

Figure 3.17: Task 1: Comparison of a sequence of data values using repositioned Star
Glyphs.

The first task is to compare the variation of flowers and fitnesses along the 100 gener-

ations. In Parallel Coordinates, comparing the range of values plotted along the first and
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last axis is straightforward. However, this representation does not provide information

about how these values vary from one generation to another. This can easily be solved

through Parallel Glyphs by unfolding the glyphs and by bringing the two desired glyphs

next to each other (see Figure 3.17). The variations between these two attributes can be

easily compared by combining the interactive ring ruler and the rotations in any of the

three dimensions. This reveals a dependence relationship between the number of flowers

and the fitness factor (the two Star Glyphs in front in Figure 3.17).

In the second task, one wants to understand how the shape of plant changes over a

selected number of generations for the plants that have a fitness factor of between 70%–

80%. First, to visually select the desired items, the user applies the rainbow scale with

10 steps to the whole set of polylines, using the values of last dimension as a criterion

for choosing the colours. Thus, each distinct colour in the colour scale corresponds to a

(a) Data items selected with help of colour scale. (b) Unfolded selected set of data items.

Figure 3.18: Task 2: examination of a selected subset of the data.
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range of 10% of the maximum fitness. Next, polylines that have a colour corresponding

to the third sector of the colour scale (green) must be selected, but because the lines are

too close to each other, accurate selection is very difficult. Using the dimensional axis

lens, the user expands the space between those lines and then brushes only the green ones

(see Figure 3.18(a)). The deselected polylines can be either made invisible (as in the Fig-

ure 3.18(a) ) or rotated to the bottom of the screen to keep them available for further tasks.

By choosing to keep only the selected data items the user is free to completely unfold the

glyphs formed with the remaining items (see Figure 3.18(b)). The glyphs corresponding

to width and height (second and third from left) have similar shapes but different sizes.

This means that the variation of these two attributes is similar. However, the glyph cor-

responding to depth (fourth from left) has peaks where the other two have local minima.

This means that in the generations where the width was small the height was also small

but the depth was inversed. This display suggests that the plants in each generation varied

their dimensions to try to maintain a constant fitness and volume.

3.5 Summary

In this chapter I have introduced Parallel Glyphs which are a three-dimensional exten-

sion of Parallel Coordinates integrated with Star Glyphs. It demonstrates that Parallel

Coordinates and Star Glyphs are not only closely related and part of the same family of vi-

sualizations but that they are, in fact, orthogonal to each other. I showed that the traditional

view of Parallel Coordinates—objects over dimensions—leads to one of two versions of

Star Glyphs—one glyph representing all values for one dimension. The other version of
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Star Glyphs—one glyph representing the values of one data object—can be derived from

a second version of Parallel Coordinates in which dimensions are plotted over objects.

I have enriched the new 3D visualization by applying colour scales as textures to the

3D Star Glyphs to support the task of comparing spatially separated glyphs. Both uni-

form and stepped colour scales were discussed and their merits compared. I also showed

how these colour scales can lead to colouring the data items’ polylines in order to identify

trends and support brush-selection. To further support visualization tasks various interac-

tion possibilities have been included. In addition to well-known techniques for 2D Parallel

Coordinates, I have introduced unfolding of 2D Parallel Coordinates into the new 3D rep-

resentation, 3D transformations such as rotation around coordinate axes, and a ring ruler

interaction that enables determining even small differences between Star Glyphs. Further-

more, I discussed the newly possible data item rearrangement that enables users to directly

compare selected data items with each other without loosing the context of the rest of the

data set. Finally, I included enhancements to interactions that are applied to the tradi-

tional 2D Parallel Coordinates visualization such as lens techniques for focus + context

data exploration.



Chapter 4

A Family of Multi-Dimensional Visual Languages

Chapter 3 described how two 2D visual representations of multi-dimensional data could

be united to create an integrated 3D representation. One motivation for the introduction of

this new technique was to address the problem of occlusion. In the context of information

visualization, occlusion is the situation when parts of the visual representation are not

visible because other parts are rendered in front of them. Occlusion often appears in

Parallel Coordinates because of the overlapping polylines.

This chapter comes to enable a formal description of the original 2D representations

that emphasizes the fact that they belong to the same family of visualizations. Moreover,

this formal description of Parallel Coordinates and Star Glyphs will provide the grounds

for establishing when and how different types of occlusions can appear. I present here a

linguistic formalism built in analogy with the natural languages and capable of describing

a category of visual representations of multi-dimensional data. This linguistic formalism

is called the Family of Multi-Dimensional Visual Languages (FMDVL).

This chapter is organized as follows. The introduction sets the context for FMDVL.

The following section explains how morphemes are defined and combined to create an

ordered alphabet. This is the FMDVL alphabet, A . Next, the Parallel Coordinate Visual

Language (PCVL) is defined by developing a morphology and syntax that describe the

Parallel Coordinates representation. PCVL is just one example of a visual language that

can be built with the FMDVL alphabet. A different morphology and syntax can specify

another visualization method of multi-dimensional data. To demonstrate this, the next

76
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section details the morphology and syntax for the Star Glyph Visual Language (SGVL).

The chapter concludes with a summary of the visual languages described by this linguistic

formalism.

4.1 Introduction

In general, a language is considered to be a “system of communication that uses signs

arranged in a particular way” [55]. A stricter definition is given by Chomsky, who says that

a well-defined language requires an alphabet and a set of grammatical sentences, where an

alphabet is a finite set of symbols, used to build sentences. Most natural languages that,

according to the convention made in Chapter 1, Section 1.1.5, are written languages, are

formalized through an alphabet composed of an ordered list of morphemes [33]. These

morphemes are grouped according to a selected morphology to form words. While a fam-

ily of related languages may use the same alphabet, each distinct language has its own

morphology. In turn, these words are combined according to syntactical rules to create

sentences and paragraphs. This is similar to Saint-Martin’s [69] approach to defining a

visual language by providing “a preliminary level of description, analogous to phonology

in verbal linguistics, that can explain how primary elements are joined together to form

larger units”. Next, he says, their syntactic rules of association can be studied, in order to

complete the grammar of the visual language. However, in Saint-Martin’s view, a visual

language is a way of communication that uses visual arts such as painting. In this thesis the

meaning of visual language implies the use of visual representations defined in Informa-

tion Visualization. This connotation is also influenced by Horn’s [33] definition of a visual

language as any integration of shapes, images and words but not one of these aspects in-
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dependently. A misleading sense of the term “visual language” is increasingly used as an

abbreviation for “visual programming language”. However, this is not the meaning used

in this thesis.

The linguistic formalism described in this chapter follows the aforementioned steps

of defining the grammar of a visual language. The Family of Multi-Dimensional Visual

Languages FMDVL consists of an alphabet, A , and morphologies and syntaxes that use

this alphabet, each describing a specific visual language. The alphabet A of FMDVL can

be considered an analogy to the Latin alphabet, which is used by English, French and

many other languages. Similarly, A can be used to build several visual languages by

defining different morphologies and syntaxes. This capability is illustrated by building

two such visual languages: the Parallel Coordinates Visual Language (PCVL) and the

Star Glyphs Visual Language (SGVL). FMDVL can formally specify visual representations

created from multi-dimensional data that can be stored in a tabular format. Whether it

can describe all multi-dimensional data visualizations, or even all visualizations of multi-

dimensional data that can be stored in tabular format is beyond the scope of this thesis and

is left for future research.

4.2 The Alphabet

The construction of the alphabet A is based on two definitions. First, in the Oxford

English Dictionary [34] the alphabet is defined as a finite set of letters or symbols in a fixed

order used for writing a language. Second, based on Horn’s [33] definition of a visual

language, an elementary unit of an alphabet must integrate shapes, images and words.

Combining these two definitions, this section describes an alphabet composed of a finite
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set of ordered morphemes that integrate shapes and text. This alphabet will actually consist

of two types of morphemes: MDmorphemes used to describe multi-dimensional (MD)

data and the auxiliary PVmorphemes necessary to describe elements of the information

visualization technique such as pivot (PV) points.

4.2.1 Notations

Prior to building the alphabet, I provide the set of notations and definitions needed to set

up the context.

Let T be the set of numerical values to be visualized, initially stored in a data table, where

a row represents a data item and a column holds the values of all data items for one

dimension.

Notation: NrDim is the number of dimensions of the dataset, which is the number of

columns of a data table.

Notation: NrVisDim is the number of dimensions that are visible at one moment. This

needs to be distinct from NrDim because it is possible that not all dimensions be used in

all visualizations.

Notation: NrTuples is the number of data items of the dataset, which is the number of

rows of the table.

Notation: NrVisTuples is the number of visible data items at one moment.

Notation: D = the set of dimensions. D = {1, . . . ,NrDim}

Notation: visD = the set of visible dimensions. visD = {1, . . . ,NrVisDim}

Obviously, NrVisDim≤ NrDim⇒VisD⊆ D.

Notation: E = the set of elements (or data items). E = {1, . . . ,NrTuples}



80

Notation: visE = the set of visible data items.visE = {1, . . . ,NrVisTuples}

Similarly, NrVisTuples≤ NrTuples⇒VisE ⊆ E.

Notation: RGBA = [0,1]× [0,1]× [0,1]× [0,1], RGBA = the set of possible colours,

described by the red, green, blue and alpha components, where alpha represents the degree

of opacity.

4.2.2 MDmorphemes

Using these notations, it is possible now to define a mapping between the space of the

natural language in use (e.g. the data table will be written in a natural language of words

and numbers) and the space of the visual language. Later, for each definition of an ele-

ment of the visual language, its correspondence to the space of the visual representation is

explained.

Definition 4.2.1. This mapping is established by the following function f :

f : T → (D×E,R3,RGBA).

The expression of f can be written in an encapsulated format as follows:

f (P) = (indicesp, coordp, clrp), ∀P ∈ T ,

where P represents both the indices indicesp = (iddp, idtp) of a cell in the table T and the

content of the cell specified by indicesp.

Any component of f (P) can also be expanded, for more clarity, given that:

indicesp = (iddp, idtp), where:

iddp ∈ D is the column number of the cell represented by P. It is called the identifi-

cation number of the dimension that contains P;

idtp ∈ E is the row number of the cell represented by P. It is called the identification

number of the tuple that contains P;



81

coordp = (xp,yp,zp) ∈R3 are the 3D coordinates of the point that corresponds to P in the

graphic space. Should one want to create 2D representations zp can be 0 or have any

fixed value;

clrp = (rp,gp,bp,ap) is this point’s RGBA colour, with rp,gp,bp,ap ∈ [0,1] .

While it is important that each morpheme has a certain position and colour, the actual co-

ordinates, and the red, green and blue values of the colour depend on each morphology.

The upcoming sections will use various combinations of encapsulated and expanded com-

ponents of f (P), depending on which parts of the expression need more detailed explana-

tions.

From this definition of f it follows that each element P in the data table has a unique

correspondent in the space of the visual language, which means that f is a well-defined

function.

At this point, a mapping from the space of a multi-dimensional data table to a space

of a visual language has been defined. Each correspondent f(P) of a point P from the data

table via f is a morpheme, as follows:

Definition 4.2.2. An MDmorpheme is an element

(idd, idt ,x,y,z,clr) ∈ (D×E, R3, RGBA).

Notation: MD = the set of all MDmorphemes.

MD = {MDmorpheme}= {(idd, idt ,x,y,z,clr) ∈ (D×E, R3, RGBA)}.

Therefore an MDmorpheme corresponds to an element P of a data table T. On the

other hand, the correspondent of an MDmorpheme into the graphics space of the visual

representation of the multi-dimensional data is a point (see Figure 4.1). This point has
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the labels idd and idt , the coordinates x,y,z and is drawn with colour clr. As mentioned

above, detailing how x,y,z and clr are computed is strictly dependent on the visualization

technique intended to be described by a particular visual language.

Figure 4.1: Illustrating the mapping from the multi-dimensional data table to a point in the
visual representation space via an MDmorpheme.

Two reasons have determined the inclusion of idt and idd in the structure of an MDmor-

pheme. First, to comply with Horn’s definition of a Visual Language [33], this definition

combines the graphical point with numbers composing the two labels that state the iden-

tification number of the corresponding dimension and tuple. Second, these two numbers

provide a means of sorting the set of MDmorphemes, thus completing the Oxford English

Dictionary [34] definition of the alphabet, making the FMDVL alphabet ordered.

The following relation of order is established on MD .

Definition 4.2.3. ∀m1,m2 ∈MD

m1 < m2
de f⇐⇒ ( idt1 < idt2 ) OR (( idt1 = idt2) AND (idd1 < idd2))

m1 = m2
de f⇐⇒ ( idt1 = idt2 ) AND ( idd1 = idd2 )
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Therefore, the MDmorphemes are uniquely identified by their two id numbers, which

are limited respectively by the number of rows and columns in the table. Consequently,

the set MD is finite. This fact is worth noticing, as it will be useful for future proofs.

Theorem 4.2.1. (MD , ≤) is a total relation of order.

Proof. This is a total relation of order if ∀m1,m2 ∈MD ,

(m1 < m2) OR (m1 > m2) OR (m1 = m2).

Because (R,≤) is a total relation of order and idt1, idt2 ∈R⇒ (idt1 < idt2) OR (idt1 ≥ idt2)

1) if idt1 < idt2 ⇒ m1 < m2

2) if idt1 ≥ idt2 ⇒ if idt1 > idt2 ⇒ m1 > m2

if idt1 = idt2 ⇒ if idd1 < idd2 ⇒ m1 < m2

if idd1 > idd2 ⇒ m1 > m2

if idd1 = idd2 ⇒ m1 = m2

4.2.3 PVmorphemes

The alphabet will be extended next with a set of special morphemes that depend only on

the set of dimensions, not on the elements of data table. The purpose of this extension

is to provide the alphabet with more versatility, for representing a variety of visualiza-

tion methods of multi-dimensional data. These additional morphemes can be used as a

correspondent of interaction capabilities such as pivot points.

Definition 4.2.4. The following mapping g between the space of the natural language and

the space of the visual language is restricted to the set of dimensions, D.

g : D→ (D,R3,RGBA), g(P) = (iddp,xp,yp,zp,clrp),∀P ∈ D, where:
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each P is one of the dimensions, element of D;

idd is the column number of dimension P. It is called the identification number of dimen-

sion P;

x,y,z are the 3D coordinates of the pivot point that corresponds to dimension P in the

graphic space;

clr is this point’s RGBA colour, clr = (r,g,b,a), with r,g,b,a ∈ [0,1].

Similarly to the above-defined function f, g is also a well-defined function, each di-

mension P having a unique correspondent in the graphic space. Each correspondent g(P)

of a point P via g thus defined is another type of morpheme, as follows:

Definition 4.2.5. A PVmorpheme is an element (idd,x,y,z,clr) ∈ (D,R3,RGBA).

Notation: PV = the set of all PVmorphemes

PV = { PVmorphemes }= {(idd,x,y,z,clr) ∈ (D,R3,RGBA)}.

PVmorphemes correspond to graphical points with coordinates x,y,z, colour clr and

one label stating the dimension’s number idd . Except for the label, all the other compo-

nents of the morphemes are assigned according to morphological rules, depending on the

visualization technique represented.

Similarly to MD , PV requires a relation of order that is defined as follows:

Definition 4.2.6. ∀p1, p2 ∈PV

p1 < p2
de f⇐⇒ idd1 < idd2

p1 = p2
de f⇐⇒ idd1 = idd2 .
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The above defined relation of order on PV is also total because it strictly depends on

the identification numbers, which are natural numbers, hence totally ordered. Because the

set of id numbers of the dimensions is finite, PV is finite as well.

4.2.4 The FMDVL alphabet

At this point two sets of totally ordered morphemes have been defined. For a given data ta-

ble, the MDmorphemes provide a correspondence from data table elements into the space

of the visual language and, further, to the space of the visual representation. The PVmor-

phemes provide the same correspondence and can act as pivot points in the graphic space

of the visual representation. The next step is to define the alphabet, which includes both

MDmorphemes and PVmorphemes.

Definition 4.2.7. The alphabet A is the totality of all MDmorphemes and PVmorphemes

A = PV ∪MD .

Definition 4.2.8. A relation of order “<” is defined on A by extending the relations of

order established on PV and MD respectively.

∀a1,a2 ∈A ,a1 < a2
de f⇔ (a1,a2 ∈PV ) AND (a1 < a2)

OR (a1,a2 ∈MD) AND (a1 < a2)

OR (a1 ∈PV , a2 ∈MD ⇒ a1 < a2)

The relation of equality “=” is a natural extension of equality on PV and MD .

Theorem 4.2.2. (A ,<) is a total relation of order.

Proof. ∀a1,a2 ∈A the following situations are possible:

a1,a2 ∈PV ⇒ (a1 < a2) OR a1 ≥ a2 because < is a total relation of order on PV
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a1,a2 ∈MD ⇒ (a1 < a2) OR a1 ≥ a2 because < is a total relation of order on MD

a1 ∈PV , a2 ∈MD ⇒ (a1 < a2) (from Definition 4.2.8)

⇒∀a1,a2 ∈A ⇒ (a1 < a2)OR(a1 ≥ a2).

Therefore, according to the Oxford English Dictionary [34], A is a well-defined al-

phabet. To make use of this alphabet in a visual language it is necessary to define mor-

phologies and syntaxes that are capable of describing how and in what conditions these

morphemes can be combined, in order to specify visualizations of multi-dimensional data.

4.3 Morphology for Parallel Coordinates

Defining an alphabet is not enough to completely describe a language, as the English al-

phabet, common to a number of different languages, shows. Therefore, it is essential to

define morphological units by grouping morphemes into words according to well defined

morphological rules. This is because, depending on the language, the same combination

of morphemes can have a different morphological role. As a result, such a morpholog-

ical unit can be used in a sentence only conforming to syntactical rules specific to that

morphological category.

For example, the word “far”, in English is, according to [34], an adjective meaning

“distant in space and time” or an adverb meaning “to or at a great or definite distance”.

Consequently, it can be used in sentences complying with syntactical rules specific to

adjectives and adverbs. In another language using the same English alphabet, the same

word “far” can belong to a totally different morphological category and follow different
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morphological and syntactical rules. In Romanian, for example, “far” is a noun meaning

“lighthouse” and complies with morphological and syntactical rules specific to nouns.

In this section, the alphabet A is used to build the morphology of the Parallel Co-

ordinates Visual Language PCVL and illustrate its descriptive capabilities with Parallel

Coordinates. The morphological units are called “words”, maintaining the analogy to nat-

ural language. According to their morphological role, they will be categorized into two

types of structures: basic (similar to nouns and verbs, mandatory in a sentence) and aux-

iliary (similar to conjunctions and prepositions, that contribute to create more complex

sentences).

4.3.1 Basic morphological units

First two morphological units for Parallel Coordinates will be described. They are defined

using the MDmorphemes, thus being strictly related to the elements of the data table. They

will not necessarily act like nouns or verbs, but they will be an important and mandatory

part of a sentence.

Definition 4.3.1. A PCword is an ordered sequence of distinct MDmorphemes that have

the same idt .

PCword
de f
= (idt ,(m1,m2, . . . ,mNrVisDim),clr), with m j ∈MD , j ∈VisD

where ∀m j,mk, ⇒ idt j = idtk , j,k ∈VisD and idd j 6= iddk , for j 6= k, j,k ∈VisD.

Observations:

• The MDmorphemes composing a PCword correspond to points from the same row,

but from different columns of the data table.

• Since the idt label is common to all components, it becomes the PCword’s idt .
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• For an MDmorpheme mk, the colour is determined by idtk . Therefore, because all

the MDmorphemes of a PCword have the same idt , all the corresponding points are

visualized with the same colour, clr (see Figure 4.2).

As mentioned in Section 4.2, the coordinates xk,yk,zk, where k ∈ VisD are assigned

based on the visual representation described by a particular morphology. Therefore, be-

cause the PCwords are morphological units aiming to describe Parallel Coordinates, the

coordinates of the corresponding MDmorphemes are computed as follows:

• x1 = min, where min∈R is the minimum x value displayed in the graphical window,

depending on the width of the window;

• xk = xk−1 + dk, k ∈ {2, ...,NrVisDim}, where dk ∈ R is the distance between the

consecutive dimension axes k−1 and k;

• yk = valk, ∀k ∈ {1, ...,NrVisDim}, where valk ∈ R is computed depending on the

data element Pk of the data table as follows:

− if Pk is a numerical value, then valk = s(Pk), where s :R→R can be the identity

function, or any scaling function;

− else, valk is the correspondent of Pk on an interval or ratio scale;

• zk = 0 initially, because Parallel Coordinates is a 2D visualization. However, having

the z coordinate available, the formalism can also represent a 3D visualization;

• Note that the computation of xk does not depend on idt . Therefore, the same values

are used by all PCwords, making the dimension axes parallel.

• Formalizing the distance between two adjacent dimension axes through separate dk

constants allows the flexibility of having the axes equidistant or not;
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Figure 4.2: In the data table T the second row, with idt=2 is highlighted. The correspon-
dent of this tuple via a PCword w is drawn in the graphic space on the right. Each point
corresponding to an MDmorpheme is labelled with its idt and is coloured with the same
colour, having the RGB value (0, 0.56, 0.88). The x coordinates are equidistant, while z is
fixed, equal to 10.

Theorem 4.3.1. In any PCword each visible dimension has a corresponding MDmor-

pheme.

Proof. By definition, a PCword w = (idt ,(m1,m2, . . . ,mNrVisDim),clr) has MDmorphemes

with indices from 1 to NrVisDim. Hence the set of these indices is exactly VisD. A function

f can be defined, f : VisD→VisD, f (k) = iddk , where iddk is the identification number of

the dimension corresponding to mk.
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From Definition 4.3.1 ⇒ f (k) 6= f ( j),∀k 6= j, k, j ∈VisD⇒ f is injective 1. On the other

hand, because VisD is finite⇒ f is injective⇔ f is surjective 2 ⇔ f is bijective. Therefore

f is surjective and that means ∀ j ∈VisD ∃! k 3 such that f (k) = j ⇒∀ j ∈VisD ∃! k such

that mk corresponds to the jth dimension. ⇒ any PCword has one unique MDmorphem

for each visible dimension.

To provide a more flexible way of building the PCwords it is essential to take into

consideration the order the MDmorphemes have in each morphological unit.

Definition 4.3.2. p : VisD→VisD, p bijective. We say that p is a permutation of VisD.

Notation: Let p be a permutation of VisD.

Then a PCword w = (idt , (m1,m2, . . . , mNrVisDim),clr), where iddk is the dimension cor-

responding to mk, can be written w = (idt , mp(1)mp(2) . . . mp(NrVisDim),clr), given that

p(k) = iddk .

Notation: PC W = the set of all PCwords

PC W = {(idt ,mp(1)mp(2) . . .mp(NrVisDim),clr) | idt ∈ {1, ...,NrVisTuples}, mp(k) ∈

MD , k = {1, ...,NrVisDim}, p = permutation of VisD}.

From the definition of the PCwords it follows that a PCword corresponds to the points

that visualize one row of the data table. However, in Parallel Coordinates these points

are connected by a polyline. Therefore, to accurately formalize a Parallel Coordinates

visualization, it is also necessary to introduce morphological units capable of describing

the polylines. Because they are based on the data table, these new units are also considered

basic morphological units.

1injective = one-to-one mathematical function
2surjective = onto mathematical function
3there exists an unique k
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Definition 4.3.3. Let w = (idtw,mp(1)mp(2) . . .mp(NrVisDim),clrw) be a PCword, where p is

a permutation of VisD.

A PCline of the PCword w = (idtw,
NrVisDim−1⋃

i=1
[mp(i), mp(i+1)], clrw).

Observations:

• The PCword’s idt and colour will be assigned to the corresponding PCline.

• The correspondent of a PCline in the space of the visual representation is the poly-

line that connects all the points that visualize the MDmorphems composing the PC-

word (see Figure 4.3).

Notation: PC L =the set of all PClines

PC L = { PCline of the PCword w | w ∈PC W }.

Figure 4.3: A PCline links the MDmorphems of a PCword.
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4.3.2 Auxiliary morphological units

PCwords and PClines are morphological units based solely on MD . Using the rest of the

alphabet is essential for a proper formal description of the Parallel Coordinates representa-

tion. Next, the category of auxiliary morphological units will be built employing elements

of PV . First, an equivalent of the PCwords is defined, representing the pivot points.

Definition 4.3.4. A PVword is an ordered sequence of PVmorphemes.

PVword = ((v1,v2, . . . ,vNrVisDim),clr), with v j ∈PV , j ∈ {1, ...,NrVisDim}, and idd j 6=

iddk , ∀ j 6= k, j,k ∈VisD.

The colour clr used to visualize a PVword is the same colour used for each component

vk (see Figure 4.4). Note that a PVword does not have any id. Theorem 4.3.2 will show

why it was not necessary to introduce one.

Figure 4.4: The visual representation of a PCword and its corresponding PVword.
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The order of dimensions, reflected in the order of MDmorphemes in a PCword, deter-

mines also the order of PVmorphemes in a PVword. Therefore, using the same permuta-

tion p of VisD, a PVword can be written as follows:

Notation: Let p be a permutation of VisD. A PVword vw = ((v1, v2, . . . , vNrVisDim),clr)

can be written vw = (vp(1)vp(2) . . . vp(NrVisDim),clr), with p(k) = iddk , k ∈VisD, where iddk

is the dimension corresponding to mk.

Theorem 4.3.2. For each permutation p of VisD there is only one PVword.

Proof. Similar with the proof of Theorem 4.3.1 it is possible to show that all the visible

dimensions are represented by a PVmorpheme in a PVword. But there are only NrVisDim

PVmorphemes available, hence the sole difference between any two PVwords consists in

the order the PVmorphemes are used.

Notation: PV W = the set of all PVwords

PV W ={(vp(1)vp(2) . . .vp(NrVisDim),clr) | vp(k) ∈PV ,k = {1, ...,NrVisDim}, p = per-

mutation of VisD}.

Similar to a PCline, the following auxiliary morphological unit complements the PV-

words, providing formal support for the full description of the pivot line in Parallel Coor-

dinates.

Definition 4.3.5. Let vw = (vp(1)vp(2) . . .vp(NrVisDim),clr) be a PVword, where p is a per-

mutation of VisD.

A PVline for the PVword vw = (
NrVisDim−1⋃

i=1
[vp(i),vp(i+1)],clr).

According to this definition, a PVline corresponds to the polyline that connects the

points representing the PVmorphemes that compose the PVword and it is visualized with
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the same colour as the PVmorphemes (see Figure 4.5). The order of dimensions is re-

spected by connecting the PVmorphemes in the order they appear in the PVword, order

given by the permutation p.

From Theorem 4.3.2 it follows that, for a given permutation p of VisD, there is only one

PVline.

Figure 4.5: The visual representation of a PCline and its corresponding PVline.

In Parallel Coordinates the pivot line is connected with the tuples and the points rep-

resenting elements of the data table through a set of parallel axes. Translated into PCVL,

this set of axes is defined through the following auxiliary morphological unit.

Definition 4.3.6. Let w = (idtw,mp(1)mp(2) . . .mp(NrVisDim),clrw) be a PCword and vw =

(vp(1)vp(2) . . .vp(NrVisDim),clr) be a PVword, where p is a permutation of VisD.

A PCax of the PCword w = (
NrVisDim⋃

i=1
[vp(i),mp(i)],clrax).
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Figure 4.6: Parallel Coordinates representation showing a PCax that connects the MD-
morphems of a PCline with the corresponding PVmorphems of the PVline.

Observations:

• Graphically, a PCax (see Figure 4.6) is associated to the set of segments that connect

each point representing an MDmorpheme of the PCword with the corresponding

PVmorpheme of the PVword.

• The colour clrax is common to all PCaxes, but independent of other units’ colour.

• The segments composing a PCax are parallel to each other, because of the way the

coordinates have been initially assigned for the MDmorphemes of the PCword and

for the PVmorphemes of the corresponding PVword.

Notation: PC A = the set of all PCaxes ={ PCax of the PCword w | w ∈PC W }.
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So far, in this section, the morphological units of PCVL have been introduced. The

PCwords and PClines are the basic units and are built with MDmorphemes. The PVwords,

PVlines and PCaxes are auxiliary units and may also use the PVmorphemes.

4.4 Syntax for Parallel Coordinates

Now that the morphological units are created, the following step is to combine them into

sentences. This section describes the syntax of PCVL, which has rules to decide whether

a certain combination of existing morphological units is grammatically correct. This ap-

proach of defining syntactical rules is closer to analytical grammars than to generative

grammars, which have a set of rules to recursively produce new expressions, starting from

a set of symbols. The rules introduced in this section have been established in analogy

to natural languages, while keeping in mind that PCVL is intended to describe the Paral-

lel Coordinates visual representation. The morphological units introduced in the previous

section hold the structure necessary to describe Parallel Coordinates. However, as Parallel

Coordinates alone cannot eliminate occlusions, this section will only establish rules that

determine when occlusions appear. Solutions for avoiding occlusions will be provided in

Chapter 5, where a formal representation of Parallel Glyphs and clustering will be detailed.

Definition 4.4.1. A sentence is a combination of morphological units.

Rule PC.1. A sentence contains at least one PCword or one PCline.

Rule PC.2. A morphological unit can be used at most once in a sentence.

In any written language, it is necessary, in general, to see the entire word, in order to

correctly read and understand it. This convention is applied by the next rule to the PCVL

language. First, the following definitions set up the terminology.
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Definition 4.4.2. An MDmorpheme occlusion occurs when for

mp(1)mp(2) . . . mp(NrVisDim) ∈MDW such that ∃m′
p(1)m

′
p(2) . . . m′

p(NrVisDim) ∈MDW and

∃ k ∈VisD with mp(k),m′
p(k) ∈MD , having the coordinates xp(k) = x′p(k) and yp(k) = y′p(k).

If zp(k) ≤ z′p(k) then mp(k) is occluded by m′
p(k).

Definition 4.4.3. An MDword mp(1)mp(2) . . . mp(NrVisDim) ∈MDW is considered

MDocclusion-free if there are not two consecutive, occluded MDmorphems.

mp(1)mp(2) . . . mp(NrVisDim) ∈MDW is MDocclusion-free
de f⇐⇒ @ k ∈ {1, ...,NrVisDim−

1} such that mp(k) and mp(k+1) are occluded.

Definition 4.4.4. An MDsegment occlusion occurs when for mp(1)mp(2) . . . mp(NrVisDim) ∈

MDW and ∃ m′
p(1)m

′
p(2) . . . m′

p(NrVisDim) ∈ MDW such that ∃ k ∈ VisD with mp(k) ∈

MD occluded by m′
p(k) ∈MD and mp(k+1) ∈MD occluded by m′

p(k+1) ∈MD .

Definition 4.4.5. Let mp(1)mp(2) . . . mp(NrVisDim) ∈MDW be an MDword such that ∃ k ∈

VisD and an MDsegment occlusion occurs in position p(k).

Then ∀ m′
p(1)m

′
p(2) . . . m′

p(NrVisDim) ∈MDW ,

m′
p(k+1) ∈MD is a possible path for mp(k+1) ∈MD

de f⇐⇒ m′
p(k) = mp(k).

Definition 4.4.6. Let mp(1)mp(2) . . . mp(NrVisDim) ∈MDW be an MDword such that ∃ k ∈

VisD and an MDsegment occlusion occurs in position p(k).

If the number of possible paths =1 then there is a non ambiguous MDsegment occlusion.

Otherwise there is an ambiguous MDsegment occlusion.

Rule PC.3. A sentence where an ambiguous MDsegment occlusion occurs is grammati-

cally incorrect.

A discussion about the suitability of this rule is appropriate here. While this is a

common-sense rule, derived from natural languages, in the particular context of Parallel
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Coordinates visualization it is extremely strong. A sentence is likely to be ruled out as

grammatically incorrect, even if it is composed of a small number of morphological units

(as previously discussed in Chapter 3). The obvious question is then whether the rule

should be changed.

The only argument against the rule is that it is very difficult for a sentence to be de-

clared grammatically correct. As we know, Parallel Coordinates are used to visualize

thousands of data elements. Therefore, such a restrictive rule would make PCVL a poor

formal description of the visualization.

On the other hand, waiving this rule would lead to ambiguous combinations of mor-

phemes, even if they would provide an accurate formal description of the visualization.

This fact is an example of the role that a formalism can play in revealing aspects of the

visual representation. In this case, the aspect revealed is one of the important limitations

of Parallel Coordinates, the overlapping of lines, as discussed in Chapter 3.

Two possible solutions of this problem are discussed in Chapter 5. One is based on

Parallel Glyphs (presented in Chapter 3). The other looks at how this formalism can

describe the polylines clustering. This common approach to mitigating line overlapping

has been introduced in Chapter 2 and will be described using this linguistic formalism in

Chapter 4.

4.5 Morphology for Star Glyphs

This section will illustrate the versatility of the alphabet A by developing the morphology

of a new visual language that describes another visual representation of multi-dimensional

data. The visual language is called SGVL, as it represents the Star Glyphs visualization.
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The fact that another visual language can be elaborated starting from A underlines the

importance of this alphabet. This also shows that there is a family of multi-dimensional

representations described by visual languages based on A , FMDVL.

4.5.1 Basic morphological unit

The morphology for Star Glyphs is analogue to the morphology for Parallel Coordinates.

First, the basic morphological unit, or an SGword, is defined. An SGword is the equivalent

of an PCword, with the difference that it corresponds to one column in contrast to one row.

Definition 4.5.1. An SGword is an ordered sequence of distinct MDmorphemes that have

the same idd .

SGword = (idd,(m1,m2, . . . ,mNrVisTuples),clra),

with m j ∈MD , j ∈ {1, ...,NrVisTuples}, where ∀mk,m j ⇒ iddk = idd j , k, j ∈ VisE and

idtk 6= idt j , ∀k 6= j, k, j ∈VisE.

Observations:

• Since the idd label is common to all components, it becomes the SGword’s idd .

• For an MDmorpheme mk, the colour is determined by idtk . Therefore, because the

MDmorphemes of an SGword have the distinct idt , all the corresponding points are

visualized with a different colour. The SGword’s colour clra is then an array with

all the colours of its component MDmorphemes(see Figure 4.7).

As mentioned in Section 4.2, the coordinates xk,yk,zk, k ∈VisD of the MDmorphemes

are assigned by a morphology according to the corresponding visual representation.

Therefore, because the SGwords are morphological units that describe Star Glyphs, the

coordinates of the MDmorphemes are computed as follows:
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• αk = 360÷NrVisTuples;

• valk is defined as follows, ∀k ∈ {1, ...,NrVisTuples}, where valk ∈ R is computed

depending on the data element Pk of the data table corresponding to the MDmor-

pheme mk:

− if Pk is a numerical value, then valk = s(Pk), where s :R→R can be the identity

function, or any scaling function;

− else, valk is the correspondent of Pk on an interval or ratio scale;

• xk = valk ∗ cos(k ∗αk)+ transx, ∀k ∈ {1, ...,NrVisTuples}, where transx ∈ R is a

translation factor on the x axis;

• yk = valk ∗ sin(k ∗αk) + transy, ∀k ∈ {1, ...,NrVisTuples}, where transy ∈ R is a

translation factor on the y axis;

• Formalizing the angle between two adjacent spikes through separate αk constants

allows the flexibility of having the spikes uniformly distributed or not. Initially,

these angles are identical;

• zk = 0 or has any fixed value, because Star Glyphs are a 2D visualization. However,

having the z coordinate available, the formalism can also represent a 3D visualiza-

tion;

Theorem 4.5.1. In any SGword each visible tuple has a corresponding MDmorpheme.

Proof. The proof is similar to the proof of Theorem 4.3.1

Notation: Let q : VisE →VisE be a permutation of VisE.

Then a SGword gw = (idd, (m1,m2, . . . , mNrVisTuples), clra) where idtk is the tuple corre-
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Figure 4.7: On the left, the SGword’s corresponding data dimension column; on the right,
the SGword’s corresponding points in the visual representation space. The points repre-
senting the MDmorphemes are labelled according to their column and coloured uniquely
according to their idt .

sponding to mk can be written (idd, mp(1)mp(2) . . . mp(NrVisTuples), clra), where

q(k) = idtk .

Notation: S G W = the set of all SGwords

S G W = {mp(1)mp(2) . . .mp(NrVisTuples) | mp(k) ∈ MD , k = {1, ...,NrVisTuples}, p =

permutation of VisE}.

4.5.2 Auxiliary morphological units

At this point in SGVL is included one of PCVL’s morphological units, PVwords. The

auxiliary morphological units, necessary to completely formalize the Star Glyphs, are

defined as follows.
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Definition 4.5.2. Let gw = (iddgw,mp(1)mp(2) . . .mp(NrVisTuples), clr) be a SGword, where

p is a permutation of VisD. Let v be the PVmorpheme that corresponds to dimension iddgw .

An SGfan of the SGword gw is defined as (iddgw,
NrVisTuples⋃

i=1
[v, mp(i)], clr f ) where the SG-

word’s iddgw is also used by the SGfan.

Graphically, an SGfan is associated to the set of segments that connect the pivot point

with each of the points that visualize the MDmorphemes of the SGword. These segments

are visualized with the same colour clr f , independent of the individual colours of the

MDmorphemes that determine the SGfan (see Figure 4.8).

Figure 4.8: An emerging Star Glyph showing its centre, corresponding to the PVmorpheme
v2, its multi-coloured points corresponding to the SGword and its spikes corresponding to
the SGfan.

Notation: S G F the set of all SGfans= {SGfan of the SGword gw | gw ∈ SGW}.
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Definition 4.5.3. Let g f = (iddg f ,
NrVisTuples⋃

i=1
[v, mp(i)], clr f ) be a SGfan of the SGword

gw = (iddg f , mp(1)mp(2) . . . mp(NrVisTuples), clra).

An SGglyph of the SGword gw is defined as follows:

gg = (iddg f ,
NrVisTuples−1⋃

i=1
∆vmp(i)mp(i+1),clrg).

Naturally, the SGglyph has the same iddg f as the SGfan g f and the MDmorphemes

mk ∈MD , k ∈ {1, ...,NrVisTuples} of the SGword gw.

Graphically, the SGglyph (see Figure 4.9) represents the surface obtained as the union

of all filled-triangles, each triangle having the corresponding pivot point as one vertex, and

pairs of points that visualize consecutive MDmorphemes as the other two vertices.

Figure 4.9: The corresponding of a SGglyph in the space of the visual representation.

Notation: S G G = the set of all SGglyphs = { SGglyph of the SGword gw | gw∈S G W }.
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Definition 4.5.4. Let gg be a SGglyph of the SGword gw = (iddg f , mp(1)mp(2) . . .

mp(NrVisTuples), clrg), gg = ( iddg f ,
NrVisTuples−1⋃

i=1
∆vmp(i)mp(i+1), clrg).

The SGborder of the SGglyph gg is defined as (iddg f ,
NrVisTuples−1⋃

i=1
[mp(i)mp(i+1)],clrb).

Similar to the SGglyph, the SGborder keeps the same iddg f . The SGborder represents

the polyline that connects all the points that visualize consecutive MDmorphemes of the

SGglyph (see Figure 4.10).

Figure 4.10: A complete Star Glyph with its SGglyph and SGborder.

Notation: S G B = the set of all SGborders = { SGborder of the SGglyph gg | gg ∈

S G G }.

In conclusion, the morphological units of SGVL are: SGwords, SGfans, SGglyphs,

SGborders.



105

4.6 Syntax for Star Glyphs

The syntax of SGVL is defined in strict analogy with the syntax of PCVL.

Rule SG.1. Any sentence contains at least one SGword.

Rule SG.2. Any morphological unit is used at most once in a sentence.

Definition 4.6.1. A SGmorpheme occlusion occurs when

for mp(1)mp(2) . . .mp(NrVisTuples) ∈S G W =⇒

∃m′
p(1)m

′
p(2) . . .m

′
p(NrVisTuples) ∈S G W and ∃k, j ∈ VisE with mp(k) ∈MD and m′

p( j) ∈

MD having the coordinates xp(k) = x′p( j) and yp(k) = y′p( j). If zp(k) ≤ z′p( j) then mp(k) is

occluded by m′
p( j).

Observe here the difference between MDmorpheme occlusion and SGmorpheme oc-

clusion. The SGmorpheme occlusion can occur by the overlapping of MDmorphemes

from either the same SGword or from a different SGword, which represents another di-

mension. On the other hand, MDmorpheme occlusions can occur only by overlapping of

MDmorphemes from different PCwords.

Definition 4.6.2. An SGword mp(1)mp(2) . . .mp(NrVisTuples) ∈ S G W is considered SG-

morpheme occlusion-free if it does not contain two consecutive, occluded MDmorphemes.

mp(1)mp(2) . . .mp(NrVisTuples) ∈S G W is SGmorpheme occlusion-free
de f⇐⇒

@k ∈ {0, ...,NrVisTuples−1} such that mp(k) and mp(k+1) are occluded.

Rule SG.3. A sentence where an SGmorpheme occlusion occurs is not grammatically

correct.

The difference between the PCVL syntax and the SGVL syntax is that the third rule

is not so restrictive for Star Glyphs. This fact is not surprising, because occlusion is
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usually not a problem for Star Glyphs. Another possible rule for the SGVL syntax could

concern the angle α between two consecutive spikes of a SGfan. However, deciding the

minimum acceptable value for this angle would depend on the human eye’s capability of

distinguishing graphical elements that are very close to each other. This is beyond the

scope of this thesis.

4.7 Summary

This chapter has presented a method for formalizing visual representations of multi-di-

mensional data. First, an alphabet A of two types of ordered morphemes has been built.

This alphabet has the capability of describing a number of visual languages, each having a

particular morphology and syntax, depending on the corresponding visual representation.

To illustrate this capability, two different visual languages have been detailed through their

individual morphology and syntax, based on the alphabet A . One such visual language

describes Parallel Coordinates, the other describes Star Glyphs, and they are both part of

the Family of Multi-Dimensional Visual Languages FMDVL.



Chapter 5

Applications of the Family of Multi-Dimensional Visual

Languages

This chapter applies the Family of Multi-Dimensional Visual Languages (FMDVL) to Par-

allel Glyphs and a Parallel Coordinates clustering technique. An alphabet A of FMDVL

has been introduced in Chapter 4, as composed of two types of ordered morphemes. The

linguistic formalism founded on the alphabet A has the flexibility to describe visual repre-

sentations of multi-dimensional data that can be stored in row, column tabular format, and

possible interactions available in these visualizations. In Chapter 4, based on this alpha-

bet, two visual languages have been developed to describe two visual representations of

multi-dimensional data, one for Parallel Coordinates, and one for Star Glyphs. However,

these are not the only possible applications of FMDVL.

To illustrate the extended capabilities of this formalism, this chapter presents two other

applications based on A . First, a new visual language is introduced. It describes Parallel

Glyphs, the visual representation of multi-dimensional data developed in Chapter 3. One

goal of Parallel Glyphs was to address the problem of overlapping polylines in Parallel

Coordinates. As discussed in Chapter 2, a common way to deal with this limitation of

Parallel Coordinates is to cluster the polylines, according to a user-defined measure of

similarity. Therefore, the second application of this formalism is a description of this

clustering technique.

107
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5.1 Morphology for Parallel Glyphs

To define the visual language that describes Parallel Glyphs, PGVL, it is necessary to pro-

vide details of the corresponding morphology and syntax. Because PGVL is part of the

FMDVL, its morphological units are built using elements of the alphabet A . The mor-

phology of PGVL is built with morphological units of the PCVL and SGVL morphologies

that have been defined in Chapter 4. This is a natural consequence of the fact that Paral-

lel Glyphs are an integration of Parallel Coordinates and Star Glyphs. Therefore, all the

morphological units previously defined for these two visual languages are also part of the

PGVL morphology, as follows.

5.1.1 Morphological units imported from PCVL

Since Parallel Coordinates are the starting point for Parallel Glyphs, all morphological

units defined in Chapter 4 Section 4.3 for PCVL can be used by the morphology describing

Parallel Glyphs.

1. A PCword is an ordered sequence of distinct MDmorphemes that have the same idt .

It is visualized by the points representing these MDmorphemes (see Figure 5.1). In

a tabular format, these points correspond to one row.

PCword
de f
= (idt ,(m1,m2, . . . ,mNrVisDim),clr), with m j ∈MD , j ∈VisD

where ∀m j,mk, ⇒ idt j = idtk , j,k ∈VisD and idd j 6= iddk , for j 6= k, j,k ∈VisD.

2. A PCline of a PCword w is the polyline that connects the points representing the

MDmorphemes composing the PCword (see Figure 5.2).

PCline
de f
= (idtw,

NrVisDim−1⋃
i=1

[mi, mi+1], clrw).
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Figure 5.1: PCword in Parallel Coordinates visualization.

Figure 5.2: PCline in Parallel Coordinates visualization.

3. A PVword is an ordered sequence of PVmorphemes. It is visualized by the pivot

points corresponding to these PVmorphemes (see Figure 5.3).

PVword
de f
= ((v1,v2, . . . ,vNrVisDim),clr), with v j ∈PV , j ∈ VisD, and idd j 6= iddk ,

∀ j 6= k, j,k ∈VisD.
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Figure 5.3: PVword in Parallel Coordinates visualization.

4. A PVline of the PVword vw is the polyline that connects the points representing the

PVmorphemes composing the PVword (see Figure 5.4).

PVline
de f
= (

NrDim⋃
i=1

[vi,vi+1],clr).

Figure 5.4: PVline in Parallel Coordinates visualization.
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5. A PCax of the PCword w is the set of axes that connect the points representing the

MDmorphemes of w with the corresponding pivot points (see Figure 5.5).

PCax
de f
= (

NrVisDim⋃
i=1

[vi,mi],clrax).

Figure 5.5: PCax in Parallel Coordinates visualization.

5.1.2 Morphological units imported from SGVL

The morphological units defined in Chapter 4, Section 4.5 for SGVL will also be used by

PGVL. This is possible because each glyph of Parallel Glyphs visualization is actually a

Star Glyph. Next, the graphical correspondence between these morphological units and

Parallel Glyphs will be illustrated.

1. An SGword is an ordered sequence of distinct MDmorphemes that have the same

idd . It is visualized by the points representing these MDmorphemes (see Figure 5.6).

In a tabular format, these points correspond to one column.

SGword
de f
= (idd,(m1,m2, . . . ,mNrVisTuples),clra),
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with m j ∈ MD , j ∈ VisE, where ∀mk,m j ⇒ iddk = idd j , k, j ∈ VisE and idtk 6=

idt j , ∀k 6= j, k, j ∈VisE.

Figure 5.6: SGword in Parallel Glyphs visualization.

2. An SGfan of an SGword gw is the set set of axes that connect the points representing

the MDmorphemes of gw with the corresponding pivot point (see Figure 5.7).

SGfan
de f
= (iddgw,

NrVisTuples⋃
i=1

[v, mi], clr f ).

3. An SGborder of the SGglyph gg is the polyline that connects the points representing

the MDmorphemes of gg (see Figure 5.8).

SGborder
de f
= (iddg f ,

NrVisTuples−1⋃
i=1

[mi,mi+1],clrb).

4. An SGglyph of the SGword gw is the polygonal surface determined by the points

representing the MDmorphemes of gw (see Figure 5.9).

SGglyph
de f
= (iddg f ,

NrVisTuples−1⋃
i=1

∆vmimi+1,clrg).
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Figure 5.7: SGfan in Parallel Glyphs visualization.

Figure 5.8: SGborder in Parallel Glyphs visualization.

5.1.3 Topological transformations of the morphological units

The new language PGVL not only imports these morphological units from PCVL and

SGVL, but it also modifies them to better describe the corresponding visual representation

of multi-dimensional data. These modifications are mathematically described by topolog-

ical transformations.
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Figure 5.9: SGglyph in Parallel Glyphs visualization.

Topology is “a branch of mathematics concerned with those properties of geometric

configurations (as point sets) which are unaltered by elastic deformations (as a stretching

or a twisting) that are homeomorphisms” [34].

The transformations discussed are:

• scaling (both in x and y)

• rotations (in x, y, and z, and also as applied to the whole of the visual representation,

or to parts of the visual representation separately)

• translations

• colour adjustments

Definition 5.1.1. The PGVL topology is the geometric configuration of the morphological

units, preserved by a specific set of permissible transformations.

Axiom 5.1.1.The only topological transformations allowed to be applied on the morpho-

logical units are:
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1. Scaling

a) The scaling in the x direction must be defined on the sets of PVwords and PCwords,

PV W and PC W . Moreover, if used, the x-scaling must be applied simultaneously on

both of these sets, with the same scaling factor. Thus, a uniform scaling of all visible

PVwords and PCwords in x is obtained (See Figure 5.10). Individual x-scaling of a MD-

morpheme or PVmorpheme is not allowed, as that would constitute a mismatch with the

corresponding visual representation by breaking the alignment of the points.

Let Sx : PV W ×R→PV W ,

Sx(v1,v2, ...,vNrVisDim,α) = (v′1,v
′
2, ...,v

′
NrVisDim), where

vi = (iddvi
,xvi,yvi,zvi,clr) ∈PV and v′i = (iddvi

,xv′i
,yvi,zvi,clr) ∈PV ,

xv′i
= α ∗ xvi , for i ∈ {1, ...,NrVisDim}.

Similarly we define scaling for PC W .

Let S′x : PC W ×R→PC W ,

S′x(w1,w2, ...,wNrVisDim,α) = (w′1,w
′
2, ...,w

′
NrVisDim), where

wi = (idtwi
, iddwi

,xwi,ywi,zwi,clr) ∈ MD and w′i = (idtwi
, iddwi

,xw′i
,ywi,zwi, clr) ∈ MD ,

with xw′i
= α ∗ xwi , for i ∈ {1, ...,NrVisDim}.

b) The scaling in the y direction, on the other hand, can be defined for individual

MDmorphemes. The scaling factor is dependent on the MDmorpheme. Therefore, the

y-scaling can be non-uniform, with some MDmorphemes being even left unchanged (See

Figure 5.11).

Let S′y : MD×R→MD ,

S′y(w,αw) = w′, where

w = (idtw, iddw,xw,yw,zw,clr) ∈MD and w′ = (idtw, iddw,xw,yw′,zw,clr) ∈MD ,

yw′ = αw ∗ yw.
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(a) Initial visualization. (b) Uniform x scaling.

Figure 5.10: Scaling on the x axis, applied to Parallel Coordinates or folded Parallel
Glyphs.

(a) Original visualization. (b) Scaled visualization.

Figure 5.11: The original visualization is modified by a non-uniform y-axis scaling ap-
plied to the first dimension.

Observations about scaling transformations:

Should one of these types of scaling be applied to PV W , PC W or MD , the other

morphological units, PClines, PVlines and PCaxes, must be modified accordingly, as they
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contain the already scaled morphemes. Therefore S′x and S′y are naturally extended to the

other sets defined in Chapter 4, such as PC L , PV L , PC A .

2. Rotations

a) The rotation about the y axis is necessary to see the polylines that otherwise would

be overlapped, due to the orthographic projection. This is why I will first discuss this

rotation, since all the other rotations need a certain degree of y rotation, in order to obtain

meaningful images.

The y rotation can be only united. This means that the entire visualization has to be

rotated in unison. This is necessary in order to maintain the parallel structure of the glyphs.

Let Ry be the rotation about the y axis, applied to PVmorphemes

Ry : PV ×R→PV ,

Ry(v,αy) = v′, where

v = (iddv,xv,yv,zv,clr) ∈PV and v′ = (iddv,xv′,yv′,zv′,clr) ∈PV ,

xv′ = xv ∗ cos(αy)+ zv ∗ sin(αy),

yv′ = yv,

zv′ =−xv ∗ sin(αy)+ zv ∗ cos(αy).

Similarly, the rotation about the y axis can be defined for all MDmorphemes.

R′y : MD×R→MD ,

R′y(w,αy) = w′, where

w = (idtw, iddw,xw,yw,zw,clr) ∈MD and w′ = (idtw, iddw,xw′,yw′,zw′,clr) ∈MD ,

xw′ = xw ∗ cos(αy)+ zw ∗ sin(αy),

yw′ = yw,

zw′ =−xw ∗ sin(αy)+ zw ∗ cos(αy).
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In conclusion, the rotation about the y axis is united, because it uses the same angle

αy for all PVmorphemes and MDmorphemes. It can facilitate the comparison of Parallel

Glyphs, by overlapping them (see Figure 5.12).

(a) No y rotation: most of the items are not
visible because the orthographic projection.

(b) Rotation around y with 90◦.

Figure 5.12: The united y rotation allows the control of the items overlapping.

b) The rotation about the x axis can be united or not. Moreover, the not-united x

rotation can be either uniform or not-uniform.

First, a united rotation is available. In this case, all PVmorphemes and MDmorphemes

are rotated about the pivot line with the same angle (see Figure 5.13).

Let Ru
x be the rotation about the x axis, applied to PVmorphemes

Ru
x : PV ×R→PV , Ru

x(v,αx) = v′,

where v = (iddv,xv,yv,zv,clr) ∈PV and v′ = (iddv,xv′,yv′,zv′,clr) ∈PV ,

xv′ = xv,
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yv′ = yv ∗ cos(αx)− zv ∗ sin(αx),

zv′ = yv ∗ sin(αx)+ zv ∗ cos(αx).

Let Ru′
x be the rotation about the x axis, applied to MDmorphemes

Ru′
x : MD×R→MD , Ru′

x(w,αx) = w′,

where w = (idtw, iddw,xw,yw,zw,clr) ∈MD and w′ = (idtw, iddw,xw′,yw′,zw′,clr) ∈MD ,

xw′ = xw,

yw′ = yw ∗ cos(αx)− zw ∗ sin(αx),

zw′ = yw ∗ sin(αx)+ zw ∗ cos(αx).

Second, a not-united rotation can be defined for PCwords. This version of rotation

about the x axis is essential for the formal description of the construction of Parallel

Glyphs. In this case, the angle of rotation is different for each PCword, depending on

its idt .

Rx : PC W ×R→PC W , Rx(w0,w1, ...,wNrVisDim,αidtw
) = (w′0,w

′
1, ...,w

′
NrVisDim)

where wi = (idtw, iddwi
,xwi,ywi,zwi,clr) ∈MD , w′i = (idtw, iddwi

,xw′i
,yw′i

,zw′i
,clr) ∈MD ,

i ∈ {0, ...,NrVisDim}.

xw′i
= xwi ,

yw′i
= ywi ∗ cos(αidtw

)− zwi ∗ sin(αidtw
),

zw′i
= ywi ∗ sin(αidtw

)+ zwi ∗ cos(αidtw
).

If the angle αidtw
is computed starting from a total angle αtot , the PCwords are uni-

formly distributed relative to the corresponding PVmorphemes.

αidtw
= ( αtot

NrVisTuples −1)∗ idtw , where αtot ∈ [0..360].

Therefore, the total angle between the first and the last PCword is αtot . The angle between

any two consecutive PCwords is constant, being equal to αtot
NrVisTuples−1. This fact is better
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(a) Initial visualization.

(b) United rotation around x.

Figure 5.13: United rotation around the x axis. A slight y rotation is also applied.

reflected by the angles between PCaxes, because Rx can be naturally extended to all the

other sets of morphological units (see Figure 5.14).
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(a) Initial visualization. (b) Not-united uniform x rotation.

Figure 5.14: Not-united rotation around the x axis, where all angles determined by two
consecutive PCaxes are equal. A slight y rotation is also applied.

The same not-united rotation can be defined on PC W , without imposing any con-

strain on the angle αidtw
. This is a non-uniform rotation that allows individual PCwords

to be rotated independently from the other PCwords. This transformation is the formal

representation of the great flexibility of Parallel Glyphs, supporting the permutation of the

polylines and the hinge effect described in Chapter 3 (see Figure 5.15).

(a) Initial visualization. (b) Not-united, non-uniform rotation around x.

Figure 5.15: Not-united rotation around x, where different rotation angles are used for the
red PCline and for the group of green PClines, respectively. The other PClines are not
rotated around x. A slight y rotation is also applied.



122

c) The rotation about the z axis is similar to the y rotation, because it can only be united

and can be defined for both PVmorphemes and MDmorphemes. However, it is not always

necessary to have a z rotation (see Figure 5.16).

Let Rz be the rotation around the z axis, applied to PVmorphemes:

Rz : PV ×R→PV , Rz(v,αz) = v′,

where v = (iddv,xv,yv,zv,clr) ∈PV and v′ = (iddv,xv′,yv′,zv′,clr) ∈PV ,

xv′ = xv ∗ cos(αz)− yv ∗ sin(αz),

yv′ = xv ∗ sin(αz)+ yv ∗ cos(αz),

zv′ = zv.

Similarly, the rotation about the z axis can be defined for all MDmorphemes.

R′z : MD×R→MD , R′z(w,αz) = w′, where

w = (idtw, iddw,xw,yw,zw,clr) ∈MD and w′ = (idtw, iddw,xw′,yw′,zw′,clr) ∈MD ,

xw′ = xw ∗ cos(αz)− yw ∗ sin(αz),

yw′ = xw ∗ sin(αz)+ yw ∗ cos(αz),

zw′ = zw.

Because these transformations of PVmorphemes and MDmorphemes change the posi-

tion of their corresponding points, the rest of the morphological units imported by PGVL

from both PCVL and SGVL must be transformed accordingly.

3. Translation

Translations in y and z directions need to be united, in order to maintain the structure of

the Parallel Glyphs. An x united translation is also available. These united transformations

are useful for scrolling, to set the focus on a particular part of the visualization. However,
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(a) No z rotation. (b) Rotation around z with 90◦.

Figure 5.16: United rotation around the z axis, combined with a slight y rotation.

in graphics the same visual effect can be obtained by translating the camera around a fix

3D model.

The only not-united translation allowed is in the x direction, along the pivot line. If

used, this transformation must be applied to all MDmorphemes having the same idd and to

the corresponding PVmorpheme, in order to maintain the alignment of their corresponding

points along the dimension axis. Therefore, translation can only be defined on the sets of

SGwords, SGfans, SGborders, and SGglyphs.

Tx : PV ×R→PV , Tx(v,αx) = v′, where

v = (iddv,xv,yv,zv,clr) ∈PV , and v′ = (iddv,xv′,yv,zv,clr) ∈PV ,

xv′ = xv +αx.

Similarly, the translation of the corresponding SGwords is defined.

T ′x : S G W ×R→S G W ,

T (g,αx) = g′, where g,g′ ∈S G W and ∀ MDmorpheme wi ∈ g,
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wi = (idd,xwi,ywi,zwi,clr), the corresponding MDmorpheme w′i ∈ g′,

w′i = (idd,xw′i
,ywi,zwi,clr) has the property:

xw′i
= xwi +αx, for i ∈ {1, ...,NrVisTuples}.

(a) Initial visualization. (b) The second glyph is translated between
the third and the fourth.

Figure 5.17: Permutation of the Parallel Glyphs using not-united non-uniform translation
along the x axis.

This transformation, just described, is essential to support the permutations p used in

Chapter 4 to generalize each morphological unit. Note that the translation factor αx can be

different for each data dimension (see Figure 5.17). The same observation from rotations

can be made here: the other morphological units, containing translated MDmorphemes

must be transformed accordingly. This is done by extending the application Tx to the

corresponding sets of morphological units.

4. Colour/Transparency

Colour, as an RGBA value, is an attribute of each MDmorpheme and, consequently, of

each morphological unit. Therefore, it is important to define a transformation that provides
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formal support in PGVL for interactions provided by the visual representation of Parallel

Glyphs. The change of colour and/or transparency can be included in the category of

topological transformations because it acts like an identity function for the position or

shape of any morphological unit.

In Chapter 4 the set of all colours RGBA has been defined as RGBA = [0,1]× [0,1]×

[0,1]× [0,1]. A colour clr ∈ RGBA has the form clr = (r,g,b,a), where r,g,b,a ∈ [0,1]

are the red, green, blue and alpha components.

The topological transformation that allows the change of colour and/or transparency of a

MDmorpheme is C : MD×RGBA→MD , C(md,clr′) = md′, where

md = (idd, idt ,x,y,z,clr) and md′ = (idd, idt ,x,y,z,clr′).

Note that if clr = (r,g,b,a) and clr′ = (r,g,b,a′) the transformation C modifies only the

transparency of the MDmorpheme.

Similar transformations can be defined for all the other morphological units. For

SGwords, where the associated colour is an array of colours, C needs to be defined on

S G ×RGBANrVisTuples.

5.2 Syntax for Parallel Glyphs

Syntax is “the study of the rules, or “patterned relations” that govern the way the words

in a sentence come together” [5]. It studies groups of words as parts of sentences and the

relationships among them, as opposed to morphology, which studies words as individual

units.

This section will detail the syntax of the Parallel Glyphs Visual Language PGVL, estab-

lishing rules for using the morphological units presented in section 5.1 together. Moreover,
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the role of Parallel Glyphs in addressing the problem of overlapping polylines in Parallel

Coordinates is formally illustrated here by showing how a PGVL sentence can become

grammatically correct by applying a combination of topological transformations.

Definition 5.2.1. A sentence in PGVL is a combination of PGVL morphological units.

In linguistics, a sentence requires two main units: a subject and predicate. However, a

thought can be conveyed through one word only, if that word is an imperative predicate.

For example: “Stop!”. In the context of this linguistic formalism, a complete thought

corresponds for now to either an entire row or a column of the data table. Therefore, a

sentence in PGVL must obey the following rule:

Rule PG.1. A sentence must contain at least one PCword or one SGword.

Unlike natural languages, where some words can be repeated within the same sen-

tence, in Parallel Glyphs each item is visualized only once. This particularity must also be

reflected in the PGVL syntax:

Rule PG.2. A morphological unit can be used at most once in a sentence. However, an

MDmorpheme or PVmorpheme can belong to different morphological units. Therefore,

they can be used more than once in a sentence.

Using the topological transformations introduced in section 5.1.3 it is now possible

to show how Parallel Glyphs address the occlusion problem pointed out by the syntax of

Parallel Coordinates and Star Glyphs (Chapter 4).

Theorem 5.2.1. Sentences declared non-grammatically correct in PCVL or in SGVL due to

their ambiguous occlusions can be corrected in PGVL via combinations of the topological

transformations defined above.
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Proof. Proof by induction.

Step 1 k = 1: If a sentence has one ambiguous occlusion, there exists one combination of

topological transformations that, when applied to that sentence, eliminates the occlusion.

Such an ambiguous occlusion is common to a 2D Parallel Coordinates visualization (See

Figure 5.18). Because this is the starting position of Parallel Glyphs, this problem must be

addressed by the available topological transformations. Indeed, there exists a combination

This green line is occluded for dimensions 1, 2 and 3

Figure 5.18: Ambiguous occlusion in Parallel Glyphs visualization.

of rotations C1 = Rx ◦Ry ◦Rz that can transform a Parallel Glyphs sentence so that the

ambiguous occlusion is eliminated. For example, such a combination of rotations with

αx = 180◦, αy = 0◦, αz = 0◦ can be applied either to the overlapped line or to the visible

lines (see Figure 5.19).

Step 2 k = n: Assume that if a sentence has n ambiguous occlusions, there is a combi-

nation of topological transformations Cn that eliminates these occlusions.

Step 3 k = n+1: Using the assumption from Step 2, show that if a sentence has n+1

ambiguous occlusions there exists a combination of topological transformations Cn+1 that

eliminates these occlusions (See Figure 5.20).
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Previously occluded line

(a) Solution 1: the overlapped line is rotated with 180◦ around x.

Previously  occluded line

(b) Solution 2: the visible lines are rotated 180◦ around x.

Figure 5.19: Example of solutions for the ambiguous occlusion presented in Figure 5.18.

Indeed, the first n occlusions can be solved by the combination Cn, according to as-

sumption made in Step 2. If no other occlusion is induced by applying Cn, it results that

there is only one occlusion remaining.

According to Step 1, there exists a combination C1 that solves this occlusion. There-

fore, there exists a combination of topological transformations Cn+1 = C1 ◦Cn that elim-
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1: Overlapped lines  2:Occluded point

 3:Occluded point and 
portion of the glyph

Figure 5.20: Ambiguous occlusions in Parallel Glyphs visualization.

inates all n + 1 ambiguous occlusion of a PGVL sentence. If there are other p occlusions

induced by applying Cn, they can be solved by successively applying combinations Cp

until there is only one occlusion left. The last one is eliminated by C1. Therefore, all n+1

occlusions are eliminated by a combination Cn+1 = C1 ◦Cp ◦Cn (See Figure 5.21).

Step 4 Conclusion: Any PGVL sentence can be made grammatically correct by elimi-

nating all ambiguous occlusions, via a combination of topological transformations.

Observation: If the number of dimensions or tuples is large, more complex combinations

of topological transformations are required. Therefore, a combination that would make all

units occlusion-free at the same time could be difficult to find. However, a less restrictive

approach that would require any unit (not all) be visible at a time is more accessible. One

solution for reducing the complexity of combinations necessary to eliminate all occlu-

sions is to use transparency. Thus, the definition of occlusion would be more permissive.

Moreover, a controlled overlapping of transparent Parallel Glyphs can be desirable, for
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1: Previously 
occluded line

2: Previously 
occluded point

 3:Occluded point and 
portion of the glyph

 4:Occlusion induced 
by rotation

(a) Step 1: Rotation around x to address ambiguous occlusions presented in Figure
5.20.

 3: Previously 
occluded point

 4: Previously occluded 
point

(b) Step 2: Additional rotation around y eliminates all remaining or induced occlusions.

Figure 5.21: Combination of transformations eliminates the ambiguous occlusions pre-
sented in Figure 5.20.

comparison purposes. Another solution for an easier elimination of occlusions is the use

of clustering algorithms that would actually reduce the number of visualized elements.
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The upcoming section will explain clustering and how it can be formally described using

the alphabet A .

5.3 Clustering

The question raised by this section is whether the formalism of FMDVL can provide sup-

port for describing interactions such as clustering, that modify the visualization of the

initial dataset. The answer is yes, but not directly. The explanation of this answer will be

elaborated next.

Clustering is “the partitioning of a data set into subsets (clusters), so that the data in

each subset (ideally) share some common trait - often proximity according to some de-

fined distance measure” [5]. Furthermore, the centroid of each cluster is the only element

visualized. Each clustering algorithm defines the way in which the clusters are created

based on the user-defined measure of similarity and how the centroids are computed.

One simple such algorithm is K-Means Clustering, composed of the following steps:

1. Initialize (usually randomly) the K points representing the centroids c1, ...,ck.

2. Distribute each item into the cluster that has the closest centroid.

3. When all items are distributed, recalculate the centroids.

4. Repeat Steps 2 and 3 until the centroids are fixed.

The results depend on the number of clusters, the initial values and on the metric

d used to measure the distance between an item and a centroid. An item wi, i ∈ {1,

..., NrVisTuples} belongs to cluster j, j ∈ {1, ...,k} if d(wi,c j) is the minimum of all k

distances. One possible such metric d is the Euclidean distance.
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An immediate observation is that c1, ...,ck /∈A . This fact has two causes: first, c j are

3D points, so they have a format different of the MDmorphemes. Second, the values of c j

are computed as means of the values from the data table. Therefore, it is not likely that c j

belong to the initial dataset. However, each of these problems can be eliminated, making it

possible for c j to belong to A . FMDVL will then be able to formally describe clustering.

The format can be solved by creating K-morphemes with the same structure as the

MDmorphemes (idd, idt ,x,y,z,clr). Assume that ci
j = (xi

j,y
i
j,z

i
j) is the centroid of the jth

cluster computed for MDmorphemes corresponding to the ith dimension (that is, having

idd = i). Then a K-morpheme Ki
j = (i,NrVisTuples + j,xi

j,y
i
j,z

i
j,clr j). Relative to the

colours of the cluster’s components, clr j can be either a new, independent colour, or an

average of those colours. The important thing is that the same colour clr j is assigned to

all jth centroids ci
j, ∀i ∈ {1, ...,NrVisDim}.

Although the K-morphemes defined above have the same structure as the MDmor-

phemes, the problem of xi
j,y

i
j,z

i
j not being elements of the initial dataset T cannot be

avoided. Therefore, the only solution is to allow the extension of the alphabet A . Actually,

this is an extension of T , which now has the dimensions (NrVisTuples + k)∗NrVisDim,

being increased with the values of all centroids ci
j, where i ∈ {1, ...,NrVisDim}, j ∈

{1, ...,K}. The extended alphabet ¯A = A ∪K , where K is the set of all K-morphemes.

All the definitions of morphological units and syntactical rules can now be naturally ex-

tended to ¯A .

In conclusion, clustering can be formally described by FMDVL via the extended alpha-

bet ¯A . Although this can seem a stretch of the initial definition of FMDVL, one should not

forget that for natural languages it is common practise to import foreign morphemes in or-

der to accommodate neologisms. Analogously, FMDVL needs to import the K-morphemes
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to be able to represent “neologisms” visualized by centroids. Because the change has been

made only at the alphabet level, independent of the visual language, it follows that clus-

tering can be formally represented for each individual visualization (Parallel Coordinates,

Star Glyphs and Parallel Glyphs).

5.4 Summary

This chapter has extended the Family of Multi-Dimensional Visual Languages FMDVL

with a formal representation of Parallel Glyphs, the visual representation of multi-dimen-

sional data introduced in Chapter 3. In addition, the example of a formal definition of

clustering in Parallel Coordinates has illustrated the capability of a visual language to

describe interactions specific to the corresponding visual representation. Therefore, this

chapter has emphasized the flexibility of FMDVL by showing two different areas of ap-

plicability. First, this linguistic formalism can provide a formal description of yet another

visual representation of multi-dimensional data, Parallel Glyphs. Second, it can describe

interactions available for these visual representations, such as clustering. This chapter

concludes by mentioning some of the strengths and limitations of FMDVL.

Strengths The linguistic formalism based on the alphabet A of FMDVL has the capa-

bility to describe visual representations of multi-dimensional data stored in a data

table. The morphemes composing the alphabet A are uniquely identified by the

position of the corresponding value in the table. However, all the other attributes of

a morpheme are customizable in order to accommodate each morphology, describ-

ing a particular visual representation. The structure of the morphemes provides the

alphabet with the flexibility to describe both 2D and 3D techniques.



134

As shown in Chapter 4, formal representations of different visual representations

that have in common only the dataset, can use the same alphabet to develop a visual

language. Furthermore, as shown in this chapter, section 5.1, the topological trans-

formations allow for different morphologies to be combined into a new one. This

can emphasize connections between the original visual representations that might

have been overlooked otherwise.

Another positive aspect of FMDVL is that it can describe operations or interactions

applied to the visual representations corresponding to each visual language. This

is exemplified in section 5.3 of this chapter by a formal description of clustering.

The clustering technique was introduced in Chapter 2, Section 2.3.1, where it was

described how it can be applied to Parallel Coordinates and Star Glyphs.

Limitations The definition of morphemes implies that the data is stored in a data table

and uses the identification number of columns and rows as id for morphemes. This

fact restricts the applicability of this linguistic formalism based on A to describe

only visual representations supporting a tabular format. Therefore, visual represen-

tations such as trees, with a hierarchical representation cannot be described using

A . However, by using the example of alphabet A for multi-dimensional tabular

data, another alphabet, suitable for hierarchies, could be defined.

Another problem with the Family of Multi-Dimensional Visual Languages is the

confusion created by the names: the Family of Multi-Dimensional Visual Languages

(FMDVL) and visual programming languages, which are pretty similar. This causes

a tendency to look for applicabilities of FMDVL in supporting visual programing



135

languages, although there are absolutely no inter-relations. The cause of this is that

FMDVL has been named according to Horn’s definition [33] of Visual Language.

There is one exception of interaction available for Parallel Glyphs, described in

Chapter 3, that cannot be directly described by this formalism. This is the case of

EdgeLens, which transforms one segment of a polyline into a Bézier curve. The

reason for this limitation is that the control points of the Bézier curve are computed

by using external variables, namely the centre of the lens, and its radius and mag-

nification. Therefore, these values being independent of the data, they do not have

a corresponding morphological unit. A simple solution would be to consider these

variables as parameters αx,αy ∈R, and β ,γ ∈R+ and compute the control points

based on them. However, further investigations are necessary to rigorously define

such a topological transformation.

In conclusion, this linguistic formalism opens a new direction for specifying infor-

mation visualization techniques. It sets an example of formal representations of multi-

dimensional data visualizations that support a tabular format. This example can be ex-

tended or adapted for other visualization techniques. This is important, as the ultimate

goal of such a formal representation is to assess existing visualization methods and to help

the development of other new, improved techniques.



Chapter 6

Conclusion and Future Work

This chapter wraps up this thesis by summarizing the contributions made by the research

presented here. The first section restates the problems related to Parallel Coordinates and

Star Glyphs that have been identified in Chapter 1. The next section shows how each goal

from Chapter 1 has been achieved. The chapter concludes by identifying several direc-

tions for future work in the area of multi-dimensional data visualization and the associated

linguistic formalism.

6.1 Problem statement

The following limitations of Parallel Coordinates and Star Glyphs were identified in Chap-

ter 1.

Problem 1. A multi-dimensional dataset can be visualized using either Parallel Coordi-

nates or Star Glyphs, but it is not sufficiently explored whether these visual repre-

sentations could benefit from each other.

a. Parallel Coordinates are hard to read, while Star Glyphs are, comparatively, eas-

ily understood.

b. Vice-versa, Star Glyphs have limitations that are well addressed by Parallel Co-

ordinates. For example Star Glyphs do not scale well to large datasets, do not

136
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offer an overview of the entire dataset and do not provide support for compar-

ison of non-adjacent data items.

Whether or not the two visual representations can support each other and preserve

their individual benefits while at the same time reducing their individual limitations,

is a problem to investigate.

Problem 2. There is no formal method to specify and assess visual representations of

multi-dimensional data. With the proliferation of access to digital media, it is be-

coming increasingly common for people to present information visually. This has

led to a myriad of new types of visual representations that frequently come into ex-

istence without an associated formalism. It is often difficult to retroactively fit a

formalism to an existing visual representation. To the best of my knowledge, exist-

ing visual representations of multi-dimensional data have no formal foundation that

supports their theoretical investigation and assessment.

Problem 3. The benefits of such formalism are not assessed. Once a formal method of

describing visual representation of multi-dimensional data is defined, a series of

questions rise. Will this formalism describe Parallel Coordinates and Star Glyphs?

Is it applicable to other visual representations of multi-dimensional data? To what

extent can it be generalized?

6.2 Thesis goals

This thesis has addressed each of the above mentioned problems, with the following goals

in mind:
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Goal 1. Enhancing visual representation of multi-dimensional data, by addressing both

aspects of the problem:

a. Provide Parallel Coordinates with qualities that Star Glyphs have.

b. Provide Star Glyphs with qualities that Parallel Coordinates have.

(Addresses problem 1)

To achieve this goal, Chapter 3 introduced Parallel Glyphs, which are a three-

dimensional extension of Parallel Coordinates integrated with Star Glyphs. This

work demonstrates that Parallel Coordinates and Star Glyphs are not only closely re-

lated and in the same family of visualizations but that they are, in fact, orthogonal to

each other. The traditional view of Parallel Coordinates—objects over dimensions—

leads to one of two versions of Star Glyphs—one glyph representing all values for

one dimension. The other version of Star Glyphs—one glyph representing the val-

ues of one data object—can be derived from a second version of Parallel Coordinates

in which dimensions are plotted over objects.

The new 3D visualization has been enriched by applying colour scales as textures

to the 3D Star Glyphs. This has been done in order to support the task of compar-

ing spatially separated glyphs, thus addressing a limitation specific to Star Glyphs.

Both uniform and stepped colour scales have been discussed, and their merits com-

pared. It has been shown how these colour scales can lead to colour schemes for

the data items’ polylines that identify trends and support brush-selection. To further

support visualization tasks, various interaction possibilities have been integrated. In

addition to well-known techniques for 2D Parallel Coordinates, the unfolding of 2D

Parallel Coordinates into the new 3D representation, and 3D transformations such as
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rotation around coordinate axes a ring ruler interaction have been introduced. This

enables determining even small differences between Star Glyphs. Furthermore, Par-

allel Glyphs provide a newly possible data item rearrangement. This enables users

to directly compare selected data items without loosing the context of the rest of the

data set. Finally, additional enhancements to interactions that had previously been

applied to the traditional 2D Parallel Coordinates visualization are included, such as

lens techniques for focus + context data exploration.

All these features of Parallel Glyphs support the idea that, by integrating Parallel

Coordinates and Star Glyphs, the limitations that each visual representation has in-

dividually can be reduced, while the benefits are at least maintained, if not enhanced.

Goal 2. Defining a formalism that provides a notation capable of describing visual rep-

resentations of multi- dimensional data (Addresses problem 2). Chapter 4 has pre-

sented a formal approach to description of visual representations using an analogy

to natural languages. An alphabet A of a Family of Multi-dimensional Visual Lan-

guages FMDVL has been defined. A consists of two types of ordered letters that

can be used as the basis for the development of several languages. Two examples,

Parallel Coordinates and Star Glyphs, illustrate the way formal descriptions of a

family of visual representations can be based on this alphabet. The morphology and

the syntax for these two visual representation examples of multi-dimensional data,

are detailed.

This linguistic formalism for visual representations extends the influence of Chom-

sky grammars from visual programming languages to information visualization tech-

niques. The approach proposed here provides a theoretical foundation for descrip-
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tion of visual representations, which can be further investigated for other techniques

than those detailed in Chapter 4.

Goal 3. Exploring the versatility and applicability of the formalism previously defined in

Goal 2 (Addresses problem 3). In Chapter 5 a new visual language PGVL has been

built, starting from the formalisms that separately describe Parallel Coordinates and

Star Glyphs. The syntax of the unified visual language has been constructed by

applying topological transformations on the previously defined morphological units.

This new visual language belongs to FMDVL and constitutes the formal foundation

of Parallel Glyphs. In addition, PGVL provides a formal description of how the

Parallel Glyphs visualization actually does address the Parallel Coordinates problem

of occlusion.

Another direction of extending the applicability of FMDVL is to formally describe

the interactions applied on the visualization technique corresponding to each visual

language. To illustrate this capability of FMDVL and of the alphabet A the formal

description of clustering has been detailed.

6.3 Future Work

The most important contribution of any research is to bring up ideas that open new hori-

zons. This fact also applies to this thesis, as several avenues for further investigations can

be identified. For the applied side, regarding Parallel Glyphs, the research can be extended

in the following directions.

A user study could be designed and run, to assess how Parallel Glyphs support the

user in solving various tasks. The elimination of the individual limitations of Parallel
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Coordinates and Star Glyphs has been the goal of adding all the features to Parallel Glyphs.

However, actually measuring and evaluating the differences between all three methods

could be of interest and could bring up new solutions for improving Parallel Glyphs.

As mentioned in Chapter 3, the size of the data set visualized by Parallel Glyphs has

to be small to moderate. To improve the scalability of Parallel Glyphs to large data sets it

would be interesting to integrate clustering algorithms, based on a user defined measure of

similarity. The glyphs would then be unfolded only after the clustering of the data items or

the dimensions. Therefore, the advantage of Parallel Coordinates of handling thousands

of data items and tens of dimensions would be extended to Parallel Glyphs.

So far the polylines and the dimension axes can only be reordered manually, via a drag-

and-drop mechanism. An interesting direction would be to apply ideas about algorithmic

re-ordering of data items and dimensions [90], extending this research toward designing

algorithms for automatic reordering of data items and dimensions in Parallel Glyphs.

Beside visual cues such as fog, that is already implemented, it is possible to add shad-

ing and other 3D rendering techniques to improve the visualization technique. For now,

each polyline is monochrome from one end to the other. This approach to using colour

can be extended by allowing each segment or even pixel of a polyline to have a different

colour scheme. If the change is in the alpha channel, then only the transparency varies.

This would be useful for reducing the visual clutter, because objects in the back-end could

be made transparent, or even invisible. Moreover, it could be worth exploring 3D shape

analysis methods, to extract more information from the data set.

For the theoretical side of this thesis, the research can be extended in the following

directions:
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The Family of Multi-Dimensional Visual Languages FMDVL can be applied to other

visual representations of multi-dimensional data, beside Parallel Coordinates, Star Glyphs

and Parallel Glyphs. In addition, an analogous visual language might be defined for hi-

erarchical data. There are enough distinctions between hierarchical and tabular multi-

dimensional data that while some of the basic ideas in the FMDVL might transfer, further

research would be required to discover to what extent it would be applicable, or whether

or not the same idea could be used to develop another alphabet.

At times, visual representations of multi-dimensional data employ interactions or trans-

formations that are not always linear. Therefore, it is useful to investigate how non-linear

transformations, such as EdgeLens distortions, using Bézier curves, can be described by

FMDVL.

Further investigations can be made to see whether or not the structure of a PCword can

become more flexible. A direction would be to define a PCword as a function of idt , thus

taking idt outside the structure. In addition, clr can also be defined as a function of idt

or PCword. This would be especially useful if Parallel Glyphs support a variable colour

scheme along each polyline, as mentioned above.

To complete the analysis of the FMDVL grammar would be necessary to develop the

associated semantics. This important part of the grammar is beyond the scope of the thesis.

6.4 Conclusion

The research presented in this thesis has two major contributions. The first one is Parallel

Glyphs, a new 3D visual representation of multi-dimensional data that integrates Parallel

Coordinates and Star Glyphs. The visualization is enhanced by applying colour scales to
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polylines or as textures on the Star Glyphs. Moreover, various interactions available also

support data exploration and visual analysis.

The second contribution is the definition of a linguistic formalism that has the capa-

bility to describe multi-dimensional data visualizations. A family of multi-dimensional

visual language FMDVL has been developed, starting from a common alphabet A . To

illustrate the potential of FMDVL, the morphology and syntax of three visual languages

have been built. They are PCVL, SGVL and PGVL, corresponding to Parallel Coordinates,

Star Glyphs and Parallel Glyphs, respectively.
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