SpatialTouch: Exploring Spatial Data Visualizations in Cross-reality

Lixiang Zhao ), Tobias Isenberg

, Fuqi Xie

, Hai-Ning Liang

, Lingyun Yu

[

A

Fig. 1: Data exploration in SpatialTouch: (a) select astronomical points, (b) navigate molecular visualization, (c) annotate medical data.

Abstract—We propose and study a novel cross-reality environment that seamlessly integrates a monoscopic 2D surface (an interactive
screen with touch and pen input) with a stereoscopic 3D space (an augmented reality HVID) to jointly host spatial data visualizations.
This innovative approach combines the best of two conventional methods of displaying and manipulating spatial 3D data, enabling users
to fluidly explore diverse visual forms using tailored interaction techniques. Providing such effective 3D data exploration techniques is
pivotal for conveying its intricate spatial structures—often at multiple spatial or semantic scales—across various application domains
and requiring diverse visual representations for effective visualization. To understand user reactions to our new environment, we
began with an elicitation user study, in which we captured their responses and interactions. We observed that users adapted their
interaction approaches based on perceived visual representations, with natural transitions in spatial awareness and actions while
navigating across the physical surface. Our findings then informed the development of a design space for spatial data exploration in
cross-reality. We thus developed cross-reality environments tailored to three distinct domains: for 3D molecular structure data, for 3D
point cloud data, and for 3D anatomical data. In particular, we designed interaction techniques that account for the inherent features of
interactions in both spaces, facilitating various forms of interaction, including mid-air gestures, touch interactions, pen interactions,
and combinations thereof, to enhance the users’ sense of presence and engagement. We assessed the usability of our environment
with biologists, focusing on its use for domain research. In addition, we evaluated our interaction transition designs with virtual and
mixed-reality experts to gather further insights. As a result, we provide our design suggestions for the cross-reality environment,

emphasizing the interaction with diverse visual representations and seamless interaction transitions between 2D and 3D spaces.

Index Terms—Spatial data, immersive visualization, cross reality, interaction techniques.

1 INTRODUCTION

As computing and simulation technologies have advanced, the complex-
ity of 3D structures within scientific datasets, alongside their contextual
information, has grown substantially. Approaches to interactively ex-
plore 3D data have emerged to help users understand complex spatial
structures across various disciplines. These datasets often encompass
elaborate details, comprising millions of intricate components such as
unstructured points in astronomical simulations [64,65], flood simula-
tion [8] or biological structures spanning multiple scales [24]. To gain
a deeper understanding of such complex data, researchers often need to
selectively focus on different regions. They may adjust visualization
parameters to filter the data, emphasize key features, or alter data rep-
resentations to highlight specific data attributes. This exploration can
involve switching between 2D and 3D representations or displaying a
combination of both for an in-depth analysis of data structures. Abstrac-
tocyte [43], e. g., is an interactive system designed to assist biologists
in exploring the morphology of astrocytes using various levels of visual
abstraction, while simultaneously analyzing neighboring neurons and

o L. Zhao (#4818), F. Xie (818832), and L. Yu (8n%=) are with Xi’an Jiaotong-
Liverpool University, China. E-mail:{lixiang.zhaol7 @ student | fugi.xie20
@student | lingyun.yu@ j.xjtlu.edu.cn. L. Yu is the corresponding author.

o T Isenberg is with Université Paris-Saclay, CNRS, Inria, LISN, France.
E-mail: given_name.family_name@inria.fr.

* H.-N. Liang (%87) is with Hong Kong University of Science and
Technology (Guangzhou), China. E-mail: hainingliang @ hkust-gz.edu.cn.

Manuscript received xx xxx. 202x; accepted xx xxx. 202x. Date of Publication
xx xxx. 202x; date of current version xx xxx. 202x. For information on
obtaining reprints of this article, please send e-mail to: reprints@ieee.org.
Digital Object Identifier: xx.xxxx/TVCG.202x.XXxxXXX

their connectivity. This tool allows users to manipulate a visualization
widget of 2D abstraction space to smoothly transition between the dif-
ferent 3D and 2D abstraction levels, to identify morphological features
for cells of interest. Furthermore, various visual representations, such
as ball-and-stick models, are employed in molecular visualization to
display 3D structures with different data features [31,46,67].

A common approach for supporting researchers to observe diverse
combinations of data features, whether in 2D [4,9,75] or in 3D [41,
55], is through multiple linked views, facilitating connections among
different representations. An alternative approach is to integrate 2D
and 3D visual representations within a unified view [26]. Achieving a
seamless interpretation of visual transitions and interaction with the data
in such combined representations, however, is challenging—especially
when dealing with complex data that contains a lot of detail. These
challenges prompted us to explore a different display environment
for presenting complex 3D data, one that integrates various visual
representations and enables users to work with and seamlessly switch
between different representations in a single setting.

To this end, we introduce SpatialTouch—a cross-reality (CR) en-
vironment [52] that merges a monoscopic interactive 2D surface (an
interactive screen with touch and pen input) with a stereoscopic 3D
space (an augmented reality HMD). We can visualize data simultane-
ously on both the 2D surface and in the 3D space such that the depiction
on both displays remains in sync. Rather than imposing restrictions
on which visual representations should be displayed in each space, we
approach our setup as an integrated system in which the user decides
where to display the data and how to interact with it. The integration of
both views facilitates smooth transitions for data visualization between
the 2D surface and the 3D space, ensuring a continuous situational
awareness. With our CR SpatialTouch environment, we establish a plat-
form that is capable of accommodating a wide range of data types that
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can be displayed and interactively explored as needed. While creating
many possibilities for visualization and interaction design, our setup
also poses questions on how to best organize the data exploration.

A central question when hosting data visualizations within Spatial-
Touch is how interaction techniques should be designed, ensuring that
users can seamlessly continue their tasks, without having to consider
how interactions should be performed in the respective other display
space. Touch-enabled screens facilitate direct input on the 2D screen
that typically shows projected views of the spatial 3D data; and many
interaction techniques have been developed for such settings (e. g., for
navigation [40,62,71,81], selection [47,78,79], positioning [10, 66]).
While the exploration of 3D spatial visualizations via a 2D view can
pose challenges (e. g., it often requires users to rotate the data to ex-
plore its 3D aspects), due to the ubiquity of monoscopic screens, people
have already developed a solid mental concept of how interactions are
performed on the 2D screen. At the same time, however, they have
also established a solid understanding of how gesture interactions are
performed in the 3D space. When a visualization spans both of these
spaces as with SpatialTouch, the question arises whether people can
maintain their spatial awareness and are able to seamlessly transition be-
tween the different interaction techniques in the hybrid environment. To
clarify, “spatial awareness” in our context refers to users’ understanding
of both the spatial position of interactions within the CR environment
and the spatial status of the data, including its structure, orientation,
and position, which guides them in performing specific actions.

Another crucial question is, when users explore spatial data, how
they react as they engage with diverse data representations within a
CR environment. We can assume that people decide how interactions
should be executed based on their perception and understanding of the
specific data structures. When selecting subsets of unstructured point
cloud data, e. g., individuals may circle around them to define a range,
whereas when selecting string-like structures they may brush along the
structure. Any interaction pattern, however, may undergo additional
alterations when the data transitions from 3D space to the 2D surface or
vice versa. When selecting point cloud data which is rendered partially
on the 2D screen and partially in 3D space, for instance, people may
realize at some point during the selection action they can no longer
circle around the target points in the depth direction. Consequently, the
question arises if people maintain or change their interaction strategies
when a visual representation is used to depict data across both spaces.

Other important considerations when merging 2D and 3D display
spaces and constructing a CR environment include the challenge of
effectively presenting 2D/3D visualizations and determining the appro-
priate level of detail. We can often choose from a diverse set of visual
representations that each focus on a particular set of features or contain
various scales or visual abstractions, which in our case may be partially
rendered stereoscopically in 3D space and partially projected on the 2D
screen. We thus ask: how should we represent the data such that users
gain a comprehensive understanding of it? Moreover, understanding
the best specific setup of our CR environment (in particular, the optimal
angle or angle range for the 2D surface) is crucial to facilitate the user’s
interaction experience. In summary, we contribute

¢ a CR environment that combines a monoscopic 2D surface with a
stereoscopic 3D space to facilitate joint spatial data exploration;

« a study on user actions and interaction strategies while interacting
with spatial data;

¢ adesign space of how CR supports 3D spatial data analysis across
various visual representations, scales, and data abstractions; and

* three uses cases for demonstrating data manipulation, selection,
annotation and measurements in three distinct domains.

2 RELATED WORK

Our work focuses on three key aspects of CR environments: the envi-
ronment itself, data visualization, and interaction techniques employed
within these CR settings. We review related work on these topics next.

2.1 Cross-reality environments

The reality-virtuality continuum, as conceptualized by Milgram and
Kishino [42], provides a framework for data analysis and visual-

ization techniques. It spans from visual analytics on 2D displays,
to stereoscopic visualizations with immersive technologies, includ-
ing augmented reality (AR), augmented virtuality (AV), and virtual
reality (VR). Cross-reality [52] emphasizes seamless integrations and
transitions among these visualization environments, offering users ef-
fective visual and algorithmic assistance tailored for maximal cognitive
and perceptual suitability based on data, tasks, and user requirements.

Recent surveys have extensively explored cross-reality/virtuality
environments from various perspectives, such as design and human fac-
tors [16], visualization and interaction techniques [7] and collaborative
analysis [60]. Frohler et al. [22] and Auda et al. [2] conducted compre-
hensive reviews of existing work, classifying the literature regarding
different stages in the reality-virtuality continuum, visualization and
view transition techniques, collaboration, visualization and visual ana-
lytics techniques, evaluation methods, and application domains. These
opportunities and challenges have been recognized by many researchers
and extensively discussed in conference workshops [34, 35,52].

The main purposes of CR environments for domain research span
from observation to collaborative analysis. An initial CR prototype was
created by Kijima and Ojika [29] based on a projective see-through
HMD (PHMD) and 2D monitor, demonstrating how object manipula-
tion can be performed using keyboard and mouse. The most obvious
benefit of combined 2D and 3D environments is the inherent display
environments for observing 2D and 3D data representations. Ser-
aji and Stuerzlinger [57] introduced an immersive visual analytics
tool that allows users to conduct analysis at either end of the reality-
virtuality continuum. It demonstrates that users can experience a lower
cognitive load while viewing both 2D and 3D representations from
two environments and task-switching between these virtuality modes.
CR environments are also employed for displaying and connecting
different views. Reipschliger et al. [51] proposed the combination
of large interactive displays with personal head-mounted AR for dis-
playing information in various views to facilitate data analysis. Their
approach demonstrates how CR can be designed to address challenges
encountered in solely large displays, such as perception, multi-user
support, and managing data density and complexity. Such environ-
ments also show great benefits in making the best use of 2D and 3D
interfaces and providing users with familiar ways perceiving, creating
and manipulating 3D contents. Reipschliger and Dachselt presented
an augmented design workstation [50], which seamlessly integrated an
interactive surface displaying 2D views with a stereoscopic AR HMD,
demonstrating how this combined space facilitates 3D model creation.
For facilitating complex data exploration, decision making, and collab-
orative analysis, Butscher et al. [12] investigated the combination of
AR and touch-sensitive tabletops for collaborative multi-dimensional
data analysis through 3D parallel coordinates, using established touch
interactions with visualizations anchored to the tabletop.

All these purposes for using CR heavily inspired the design of our
own CR environment, including the selection of devices, layout, and
setup. Typical such devices encompass 2D desktops, tablet/mobile
devices, tabletop, wall displays, CAVEs, as well as AR and VR HMDs.
We discuss these devices and the implication of their use in detail
related to our intended visualization tasks and domains in Appx. E.

2.2 Visualization and its tasks in immersive environments

Immersive environments provide a stereoscopic view to convey com-
plex 3D structural arrangements, with great potential in exploring many
types of scientific data. Molecular data, e. g., often consists of densely
packed 3D structures with intricate internal detail that spans multiple
scales—making it challenging to comprehend the contextual infor-
mation of the data. Alharbi et al. [1], e. g., introduced a guided-tour
generator for immersive environments to navigate and communicate
multi-scale, crowded, scientifically accurate 3D models. Similarly,
point clouds such as astronomical simulations typically exhibit com-
plexities: 3D occlusions, non-uniform feature density, or intricate data
shapes. Zhao et al. [82] proposed target- and context-aware selection
techniques for users to select sub-regions based on their understanding
of the 3D structures yet without the need for high input precision.

A key aspect of these visualizations lies in their emphasis on spatial



attributes and their positions within the data context. When exploring
or creating data of this nature, researchers often consider these spatial
features displayed in different views or using different representations.
That is where CR comes into play. In medical imaging, e. g., detailed
views that focus on key regions are crucial while maintaining the overall
data context. Coffey et al. [15] addressed this issue by presenting 3D
medical data in the air alongside a detailed stereoscopic 3D view. This
3D data was complemented, moreover, by a 2D overview presented on
a table, enabling users to interact with the data using familiar 2D touch
gestures. Furthermore, Sereno et al. [59] proposed a spatial selection
technique for 3D point data, wherein selections are performed on a
tablet, while a stereoscopic view is provided by an AR HMD. With
AR showing an overview of the point distribution, users can perform
selections on the tablet and precisely control the selection in depth.
When CR is used to expand the limited display space, various vi-
sual representations can overlay the presented information to indicate
connections or provide additional context. Langner et al. [32], e. g.,
introduced a conceptual framework that extends a 2D scatterplot dis-
played on a mobile device with superimposed 3D trajectories shown in
AR. Similarly, Reipschliger et al. [51] proposed a system that augments
data on large displays via AR. Satriadi et al. [53,54] envisioned how to
present multivariate data around physical scale models such as tangible
globes, with relevant data attributes being displayed on and around the
display or tangible interfaces. There are usually no strict constraints
on how data should be displayed within and across multiple views, as
different views may show different aspects. The crucial issue is that
the provided information should be spatially linked to facilitate easy
interpretation. This point is particularly important in our context. When
using multiple visual representations or abstractions to illustrate com-
plex spatial data, it is crucial to ensure that users consistently perceive
and understand the spatial relationships and features of the data.
When transitioning a data visualization across various spaces, a
central design principle is to ensure that users understand this transfor-
mation and can seamlessly continue their tasks, without losing focus.
For this purpose, Schwajda et al. [56] developed and evaluated different
variants of transformation to seamlessly transition graph visualizations
from 2D to 3D representations and from a 2D surface to 3D AR space,
facilitating the development of a mental model in both environments.
Frohler et al.’s survey [22] introduced various visual/view transition
techniques, including portal, fade, and off-screen transition. These
techniques guide users when a visualization shifts along the reality-
virtuality continuum, such as moving from reality to AR. Lee et al. [33]
presented a design space for data visualization transformations between
a 2D screen and 3D AR, along with the interactions that facilitate this
transformation. Their focus primarily lies on abstract data, such as
transforming between 2D and 3D scatterplots, histograms, and parallel
coordinate plot extrusions. To the best of our knowledge, there has
been limited research addressing visual transitions for spatial data vi-
sualization. In our work we thus target smooth visual transitions of
spatial data visualizations between 2D and 3D spaces, with an empha-
sis on preserving the intrinsic 3D structures and spatial distribution to
maintain continuous situational awareness in CR environments.

2.3 Spatial/touch interaction in cross-reality

Drawing from the CR environments we discussed, typical input tech-
niques include touch input, mid-air gestures, pen input, tangible and
haptic interactions, as well as input through mobile devices or HMD
controllers. This input predominantly occurs “inside” the stereoscopic
view of 3D data presented in the air, on the 2D visualization dis-
played on a 2D interface, or directly with the mobile devices. Jackson
et al. [27], e. g., proposed a prop-based tangible interface to control
visualizations of thin 3D fiber structures. Frohlich et al. [23] created a
cubic tangible input device to precisely manipulate the slice with data
visualization on a stereoscopic display. In the realm of model design
or 3D content creation, multiple interactions facilitate the checking a
3D design, while creating and revising on 2D surfaces. DesignAR [50],
e. g., allowed users to create and refine 3D models on a 2D surface
with touch and pen input, while manipulating the virtual model with
mid-air gestures in 3D. Similarly, Mockup [17] used sketching tools
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Fig. 2: SpatialTouch’s placement within the reality-virtuality continuum.

to construct models on a tabletop, extruding the sketches from the 2D
surface to 3D space using mid-air gestures. Hybridaxes [57] demon-
strated how to transition 2D or 3D data from a display to AR, allowing
users to switch interfaces using free-hand interaction or controllers.
Wau et al. [77] proposed interactions that harnesses physical affordances
to assist digital interaction in AR with hand gestures.

Interestingly, regardless of where these interactions occur, people
typically have a solid mental concept of how interactions should be
performed on a selected interface. On mobile/touch interfaces, e. g.,
users usually use two touches for scaling, and one touch for either x-
and y-translation or trackball rotation [81]. Inspired by touch-based
interaction, users tend to use two pinch gestures in the air to zoom
content in or out [5]. As users perform a pinch gesture, their fingers
naturally come into physical contact, creating explicit haptic feedback
to reinforce the virtual action [77]. Thus, Lubos et al. [37] allow users to
touch a 3D point cloud in mid-air and transform it with pinch gestures.

To maximize the benefits of CR environments, interactions can
be performed on familiar interfaces or interfaces best suited for the
task. The Interactive slice WIM [15], for instance, projected a data
overview on the table and allows users to interact with the 3D data
through familiar touch interaction. Similarly, Lopez et al. [36] allowed
viewers to use touch-based interactions to navigate and control the
visualization on a monoscopic tablet, while observing data on a large
stereoscopic display. In these cases, however, it is crucial to define how
2D interactions can be effectively mapped to the 3D visualization tasks.

In conclusion, we saw that most studies typically regard the CR en-
vironment as comprising distinct environments, each with its inherent
and tailored interaction paradigm. It is thus interesting to investigate
seamless interactions across different levels of virtuality—which is
what we do. If users perceive the entire CR as an integrated environ-
ment, there is likely a substantial potential for interactions across the
diverse interfaces to facilitate continuous actions, in a way that eases
also the mental connection between the different output spaces.

3 SPATIALTOUCH: A CROSS-REALITY ENVIRONMENT

Before we detail our experiments, we first introduce our CR environ-
ment SpatialTouch (for its placement in the reality-virtuality continuum
see Fig. 2) with its camera settings, input techniques, interaction de-
vices, and general implementation. As we do so, we also discuss the key
considerations drove the design. Our focus at this stage lies solely on
creating an integrated visualization environment for displaying spatial
data, without yet considering specific interaction designs.

SpatialTouch comprises two dedicated display areas: a monoscopic
2D interactive surface (Microsoft Surface Studio) and a stereoscopic
3D space (Microsoft HoloLens). We designed it to accommodate 3D
spatial data and its associated information. As an integrated (hybrid)
visualization space, the data can be positioned and manipulated any-
where within the CR environment—above, on, or below the surface,
or spanning across it. To emphasize 3D structures with different data
features, we want the visual representations that we use to show it to be
able to take various forms, including 2D or 3D representations, various
scales and forms of visual abstraction [68, 69], or combined forms
such as the ball-and-stick representation in molecular visualization [31].
These requirements of having multiple forms of representation—later
to be adjusted to the specific depiction location—set our approach apart
from others as most existing CR applications fully transition data from
one visual format to its 3D counterpart when moving it across different
spaces (e. g., converting a 2D node-link diagram into a 3D visualiza-
tion [56]). In addition, we not only focus on how data or views should
be presented, arranged, and transformed in CR but we also provide a
perspective view of the spatial data within the whole environment to
ensure that viewers correctly perceive the 3D structures and their spatial
distribution, to be able to maintain a continuous situational awareness
while transitioning the data between both display spaces.
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HoloLens view

Fig. 3: The configurations of the AR camera and the Surface camera
¢ are depicted, illustrating how the virtual content below the Surface
(marked by a blue dotted line) is projected onto the Surface (a red solid
line). The HoloLens view shows what users perceive in SpatialTouch.

Camera settings. In our design, regardless of the viewing angle,
the data rendered on the surface and through the Hololens seamlessly
combines into a cohesive 3D representation. To achieve this effect, we
developed a rendering algorithm that aligns the visualization content
displayed on the 2D surface with the AR visualization. We set two
virtual cameras in our system, (1) an AR HMD camera rendering the
3D view and (2) a Surface camera c for rendering 2D view (Fig. 3). For
the AR HMD camera, we employ a perspective projection, a standard
method used in AR/VR applications. For the Surface camera ¢, inspired
by the Fishtank VR concept [73], we first align ¢ to the HMD’s position
and then adopt an oblique perspective pro(iection. This way we dynami-
cally calculate ¢’s parameters—position r ©), orientation, and projection
matrix m(©)—in each frame based on the AR HMD camera’s position
r™ and surface s’s center position r®) (we describe more detail on
the camera configuration in Appx. C and also share an open-source
simulator of the camera setup in our supplemental material).

Touch/Pen/Mid-air Interactions. Microsoft’s API Surface Studio
captures multi-touch input, while we can obtain mid-air input from the
AR HMD. For precise interaction needs such as selection and annota-
tion, however, we want to augment touch and mid-air input from the
Surface Pen—both on the surface and in mid-air. While the Surface
Pen input can easily be captured on the Surface, it is normally not
detected when used in the air. To overcome this limitation, we attached
an Arduino board to the pen, allowing us to detect events when users
press the physical button on the pen without it resting on the surface.

Devices and Implementations. A 28-inch Microsoft Surface Stu-
dio (637 mm x 438 mm; 4,500 x 3,000 px) serves as the 2D surface of
our SpatialTouch CR setup, which captures both pen and multi-touch
input. It can be adjusted smoothly from a vertical position to a nearly
horizontal orientation, the latter resulting in a slight inclination of ~ 20°
from the horizontal. As AR HMD we used Microsoft’s HoloLens 2
(2,048 x 1,080 px per eye, 52° FoV), equipped with spatial tracking
and gesture recognition. We connected both to a PC (Intel Core™ 19,
3.5 GHz, 64 GB RAM, GeForce RTX3090, 24 GB video memory), the
AR HMD via holographic remoting. We attached a physical button to
the Surface pen, along with the Arduino nano board on the back so that
users could initiate actions both in 3D space and on the 2D surface.
When the Arduino detects a button press, we compute the pen position
based on the user’s index finger position—tracked by the HoloLens
using computer vision—, to which we add a constant offset to arrive at
the pen tip. The resulting pen precision was sufficient for our prototype
implementation. For more precise input, however, we could explore
advanced technologies such as Logitech’s VR Ink Pilot Edition.

We developed our prototype implementations with C# in the Unity
3D engine and ran on both the Surface and the HoloLens. We realized
the communication between both display spaces through Universal
Windows Platform sockets. After starting the program on the Hololens,
we calibrate the setup by aligning the two coordinate systems via QR
code tracking and manually manipulating the anchor point, as in past
work [50]. After calibration, we employ HTC Vive trackers to follow
the position and orientation of the Surface Studio.

4 ELICITATION STUDY

To explore potential interaction designs for SpatialTouch, we conducted
an elicitation study to gauge users’ reactions to this new environment.
Similar to Wang et al. [70], our study encouraged participants to pro-
pose any interactions they could imagine. We captured their responses

and interactions, subsequently incorporating this feedback into our final
interaction techniques design.

4.1 Study setup

Based on SpatialTouch that we just introduced in Sec. 3, we had the
following goals: (G1) to determine whether an optimal position (or
range) exists for the 2D surface to facilitate the observation of 3D
data and to enhance user interaction; (G2) to understand how users
perceive information within a CR environment; and (G3) to observe the
participants’ interactions and strategies while they complete exploration
tasks with 3D spatial data, as well as to identify the physical locations
of where the interactions occur. We pre-registered our study (osf.io/
avxr9) and received IRB approval for the protocol (XJTLU University
Research Ethics Review Panel, Ne 20240201174957).

Participants. We recruited eight voluntary participants from the
local university, with ages ranging from 24 to 41 years old (mean 26.5,
SD 5.5). The participants’ past VR/AR experience included weekly use
(3x), annual use (3x), and no past experience (2x). On average, they
had 5.3 years of experience in the visualization or human-computer
interaction fields. One participant was left-handed. All participants had
normal or corrected-to-normal vision with no color deficiency, ensuring
a clear ability to perceive the data visualization and colors in our study.

Datasets. To represent a variety of application domains we used five
datasets with a diverse set of features (more detail in Appx. A):
Structured molecular data: a spike protein from the SARS-CoV-2

virus [45], reconstructed from the electron microscopy images.
Volume visualization data: MRI volume data with multiple 2D slices.
Unstructured point cloud data: three point datasets, each with differ-

ent features: (1) a synthetic semi-spherical shell of particles; (2) an

N-body simulation [64]; and (3) a Millennium-II data subset [65].

Task and Procedure. After providing their written informed consent,
we asked participants to comfortably sit on a chair ~ 0.5 m above the
floor. We placed the surface screen on the table, ~0.75 m from the
floor, with an initial angle of ~20° to the horizontal. Participants could
adjust the chair height if desired. We then asked them to complete the
three tasks described below. Importantly, for both manipulation and
selection tasks, we did not show any feedback to the participants on
their proposed interactions. We only provided them with a data context
with highlighted (exploration or selection) targets and asked them to
imagine how actions should be performed according to the given tasks.

Task 1. We instructed the participants to adjust the screen angle to
achieve a suitable position for an optimal observation of the 3D struc-
tures. In addition, we reminded them of the importance of considering
interaction on both the 2D Surface and in 3D space for a comprehen-
sive understanding. We also informed the participants that they could
re-adjust the screen angle whenever needed, throughout the study.

Task 2. We asked the participants to manipulate the five spatial
datasets. In all manipulation tasks, we provided them with a target
object and a target position. Specifically, we asked them to: (1) translate
data displayed below and above the surface within each display space;
(2) translate data displayed below and above the surface to the other
display space; (3) translate data displayed partially in both spaces to a
target position above or below the surface; and (4) rotate and scale data
located in 3D space, within a 2D surface, or partially in both spaces.

Task 3. We asked the participants to select a given highlighted target
object or highlighted regions of interest.

We recorded the screen angle chosen by participants, their actions
(incl. head/hand position, orientation), and device input events for our
analysis (which we make available at osf.io/avxr9). After complet-
ing the three tasks, we conducted semi-structured interviews with them
to discuss their thoughts and suggestions on the interaction.

4.2 Findings

Our participants demonstrated that the integrated 3D data visualization
in our environment allowed them to gain a comprehensive understand-
ing of the 3D content. They mainly concentrated on the 3D visual-
ization in the AR space and attempted to view it from various angles.
Their decision on where to interact with the data was influenced by
the location of key information such as target data or target location.
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Fig. 4: Design space for interaction techniques for two visualization tasks:
data manipulation and selection. Red: interactions on 2D surface; Blue:
interactions in 3D space. Below, Across, and Above: positions of
the target data/location. (a), (d), (f): move data above the surface for
interaction. (b) (c) and (e): interaction transitions across both spaces.

Their preference for direct manipulation methods remained consistent,
however, such as touching the data on the surface or brushing it in
the air. Below we present our findings on surface angle, visualization
techniques, and interaction techniques tailored to our CR environment.

4.2.1 Surface angle

From the initial ~ 20° incline w.r.t. the horizontal table, some partici-
pants made slight adjustments at the beginning of the study, with angles
ranging from 18.2° to 22.6° (mean 21.0°). After the initial setup, how-
ever, they did not make any further adjustments, despite being informed
that they could do so. During the interviews, they said that the initial
setting provided adequate space for observing stereoscopic 3D data
through the AR HMD, while also offering a convenient position and
orientation for interacting with data presented on the surface.

We also found that, when comparing our setup with a past stereo-
scopic multi-touch system [10, 11], a notable difference in display
orientation: Butkiewicz et al.’s screen was nearly perpendicular to the
table. This difference initially seems strange because Butkiewicz et
al. [10, 11] had also relied on innovative interaction techniques using
two-finger pinch gestures on the touch screen for tasks such as position-
ing the cursor under the display for 3D exploration and selection. The
only difference appears to be that they had employed an auto-stereosco-
pic touch display, while we used an AR HMD. A main reason for the
difference then appears to be the additional 3D space visible through
the AR HMD, decoupled from the touchscreen, which substantially
reduced people’s reliance on the 2D surface. In the recorded data,
in tasks where the visualization spanned both two spaces we saw that
>67.5% of the time was spent on observing 3D data in AR space. Users
apparently preferred the stereoscopic AR space and only referred to the
2D surface when needed. Our environment also encouraged users to
actively move around to find a good view, rather than adjusting the sur-
face angle. All these factors diminished the importance and constraints
of the surface angle. Moreover, the ~~ 20° angle is also appropriate for
design work [50] as it provides stability and physical support from the
base, enabling users to interact confidently and securely.

4.2.2 Visualization in CR

In addition to the Fish Tank VR view [73] on the 2D surface, we also
asked participants to compare it with a static orthogonal view and a 2D
slice view as alternatives. All participants expressed a strong preference
for the perspective Fish Tank VR view, highlighting its effectiveness in
creating a seamless 3D experience. Several participants recognized the
significance and necessity of 2D slice view on the surface, particularly
for tasks such as adjusting 2D image slices or marking MRI volume
data. Furthermore, they also noted that the see-through AR HMD
allowed them to look through the stereoscopic rendering directly to
the 2D surface visualization. The resulting experience thus combined
a comprehensive 3D data understanding with the ability to observe
projected information, and the environment is flexible in how and
where the information should be presented.

4.2.3 User interaction in CR

Interactions in 2D or 3D display spaces. When observing our partici-
pants engaging in either of the two individual methods of displaying and
manipulating spatial 3D data—projected on the 2D surface or stereo-
scopically in 3D space—we noticed that they have a well-established
mental concept of how an interaction should be performed. As we show
in Fig. 4 (Manipulation, Below), when participants manipulated data
presented below the surface, they used one finger to pan the visualiza-
tion and two fingers to rotate and scale it on the surface. Conversely,
when they saw data rendered in the AR HMD above the surface (Fig. 4,
Manipulation, Above), they used one or two hands to grab and manipu-
late the data directly. Similarly, for the selection tasks, when the data
was presented below the surface (Fig. 4, Selection, Below), participants
preferred to brush or circle data on the surface. When the data was
entirely above the screen (Fig. 4, Selection, Above), however, brushing
and circling interactions were performed in 3D space.

Interestingly, some participants also used the benefits of the envi-
ronment to aid their understanding of the data structure or to make
more precise inputs. When both the target data and target location were
below the surface, for instance, some participants would grab it out
and put it back underneath to position the target. They explained in the
interview that this extra action would provide them with more precise
control over the depth in the positioning. Another example is that, to
make precise selections, some participants would pull the data entirely
out of the surface so that they can see the whole dataset stereoscopically
or, alternatively, push it entirely below the surface for precise selection
input. We highlighted these interactions in Fig. 4(a) and Fig. 4(d.f).

Interactions across two display spaces. Two types of tasks also
required interaction across both spaces: if the data was visualized
across both spaces or if it needed to be translated from one to the other.
We show these actions in Across in Fig. 4 (Manipulation, Selection).

In the rotation and scaling tasks with a visualization spanning both
spaces, participants performed actions on either the surface, in 3D
space, or using both spaces for different tasks. They mainly made
this decision based on where they perceived the key information. In
addition, 4 participants favored using both spaces, most of them with
a notable strategy: they (3x) used one finger to designate a rotation/
scaling center on the surface, while using their other hand to execute
the rotation or scaling actions around the selected center (Fig. 4(b)). In
the interviews, these participants mentioned for them that this approach
was a more precise and secure method of manipulation.

In the selection tasks in which we placed the data across both spaces,
we also observed intriguing patterns. Most participants (6x) approached
our environment as an integrated system and used consistent selection
strategies across both spaces. For example, participants followed the 3D
structure and brushed along the data in 3D space, then continued brush-
ing the rest along the structure projected on the 2D surface (Fig. 4(e,
left)). Or they drew a large lasso across both spaces to enclose the data
(Fig. 4(e, middle)). These selection strategies remained consistent even
when they physically reached the surface and noticed that they could
no longer follow the spatial structure in the depth direction.

The most interesting finding is that participants maintained their men-
tal model when interacting with data across both display spaces. Some
employed a mixed approach, brushing data in 3D space and circling
data on the 2D surface, or vice versa (Fig. 4(e, right)), which indicates
that they maintained spatial awareness and seamlessly transitioned
between different interaction techniques in the hybrid environment.

In tasks requiring transition across both spaces, we observed two
distinct transition methods (Fig. 4(c)). First, when the data was situated
below the surface and needed to be moved out, some participants ini-
tially employed 2D pinch gestures to pull it out. Once their two fingers
naturally came into physical contact, they seamlessly transitioned to 3D
pinch gestures to continue the action. They used the same method to put
the data back in its original position. Second, some participants pointed
at the data on the 2D surface, assuming that it would automatically
approach their finger position. They then continued the manipulation
using 3D pinch gestures to pull it out. In the AR space, all participants
uniformly used 3D pinch gestures, which facilitated positioning of the
data—whether in 2D or 3D space—in a rapid manner.



Interactions on visual representations. Participants employed a
consistent approach in manipulating all three datasets. They exhibited,
however, varied approaches for selecting data with different representa-
tions in our environment. For the structured surface data, participants
selected it by adhering to its 3D structure, such as wrapping a protein
helix with a helical stroke. Conversely, for the unstructured point cloud
data, they attempted to enclose it with a freeform lasso, such as drawing
a lasso around the astronomical point cloud data. We observed that par-
ticipants relied on their established mental models to determine how the
data should be selected, based on their perception and understanding of
the specific data structures. Therefore, most participants did not alter
their selection strategies when interacting across both spaces—even
though their interactions were physically limited to reach the visual-
ization below the surface: they believed that through continuous input
they could successfully select data within the CR environment.

5 SPATIALTOUCH FOR DOMAIN-SPECIFIC USE

Based on these findings, we then focused on developing SpatialTouch
sample applications tailored to three distinct domains: astronomical
point cloud analysis, molecular visualization, and medical anatomy
imaging—each with its unique challenges for interactive visualization.
Based on the optimal angle for the 2D surface identified in the elicita-
tion study (G1), we set the angle of the surface at a 21° incline w.r.t.
the horizontal table. We use the Fishtank VR view on the Surface
camera and a perspective projection in AR HMD camera to ensure a
seamless visualization (G2). In the following description we highlight,
in particular, specific realizations within SpatialTouch for the given
type of data or domain. We encourage readers to watch more detailed
figures in Appx. D and the supplemental video for a demonstration.

5.1 Astronomical point cloud visualization

Astronomical simulation datasets typically comprise billions of spatial
points [64,65]. Researchers often need to navigate in 3D to obtain a
clear view of the structures to select and explore the regions of interest.
The task of data selection becomes paramount in this context, serving
as a critical step in data visualization and exploration [7,76]. While
much research has been dedicated to developing selection techniques
for 2D surfaces [14,38,48,78,79] and in 3D space [21,30,44,61,82],
these methods are predominantly designed for a single display. In
3D space, although users can clearly see the spatial data distribution,
limitations persist in their ability to precisely delineate selection regions.
Conversely, the 2D surface facilitates accurate input for target inclusion
but struggles with depth prediction, posing a challenge for selecting
specific data regions. SpatialTouch bridges this gap by supporting data
observation in AR, affording users a comprehensive understanding of
data density distribution and context, while also facilitating precise
data selection on a 2D surface. As an integrated environment—users
are empowered with the flexibility to decide both where the selection
occurs (whether on the 2D surface, within 3D space, or spanning both)
and how these selections are made (via a freeform lasso or a brush).
Based on the interaction techniques detected from the elicitation
study (G3, Fig. 4), we developed two new spatial selection techniques
to facilitate a seamless transition from 3D selection to 2D selection,
and vice versa. These techniques are based on the context- and target-
aware selection metaphors CloudLasso [78], WYSIWYP [74], and
MeTABrush [82]. These methods analyze the density distribution and
data features within the local area of user interaction so that users can
identify and select critical features of interest, without the need for
precise input. Our first new technique, BrushWYP, draws inspiration
from the user interactions illustrated in Fig. 4(e, left), MetaBrush [82],
and WYSIWYP [74]. It enables users to trace the string-like shape
of 3D point cloud data by brushing over these structures in the 3D
space and continuing to brush the rest along the structure on the 2D
surface. We designed our second new technique, BrushLasso, based on
Fig. 4(e, right), MetaBrush [82], and CloudLasso [78]. This method
allows users to begin their selection by brushing over the data in the 3D
space and draw a lasso on the 2D surface to enclose the targeted points.
Beyond the ability to transition between two spaces, both techniques are
flexible in that they also allow users to brush the target points on the 2D
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Fig. 5: Point cloud data selections: (a) BrushWYP, (b) BrushLasso.

surface and in 3D space, or encircle the target points on the 2D surface.
Moreover, similar to our previous works [78,79,82], subtraction can be
achieved using region-based techniques. A potential action to activate
subtraction could be, for instance, to turn the Surface pen over and to
rub the end of the pen over the selected data.

Technically similar to MeTACAST [82], we leveraged a continu-
ous density field p(r) to represent the particle density at location r.
We pre-compute the density of the field at all nodes i of the regu-
lar 128x128x 128 3D grid box B that covers the dataset, denoted as
p(r<i)), offline on GPU. We use the modified Breiman kernel density
estimation with a finite-support adaptive Epanechnikov kernel [20].
This approach allows us to apply our selection not only to point clouds
but also to volumetric data, which samples a scalar field that represents
important data aspects in a visually salient way (not limited to density).

BrushWYP. We employ MeTABrush to allow users to select struc-
tures in 3D space by direct tracing along 3D structures. When the input
transitions from the 3D space to 2D surface, however, the direct brush-
ing on the target location is constrained. We address this issue with a
modified WYSIWYP method, enabling users to select points below the
surface by identifying the correct depth of the point of interest (POI).

Our algorithm 1n1t1ates by samplm% pomts along the input stroke on
the surface, denoted as r(® s1),.x(5n)} “as well as above the
surface, represented by r( {r “03 r(‘”> . am)} For each sampled
point r r) in v we project a ray from r( ) toward the direction of

(i) —ph) where r(") denotes the position of the AR HMD (Fig. 5(a)).
Then we traverse along each emitted ray in fixed steps and search for
the POI r(P) that exhibits the maximum density along the ray. This
approach is different from the original WYSIWYP [74], which identi-
fies the highest jump of accumulated scalar value along the ray. After
traversing r®), we get a list of POIs, r(?) = {r(ro) 1’1 . p“l} Sub-
sequently, we obtam the input array of MeTABrush asrl {r }
and select the target points with the MeTABrush method

BrushLasso. We integrate MeTABrush and CloudLasso to provide
users with the ability to brush target points in mid-air and encircle
points on the surface through a single, seamless input. The original
CloudLasso selects point cloud clusters of high density that fall within
the input lasso. Directly merging both methods, however, could lead
to disconnected selection volumes—one above the surface and several
isolated ones below the surface—which might not align with the user’s
intention of making a continuous selection from the 3D space to the 2D
surface. To solve this issue, we implemented a modified CloudLasso
method that ensures that the selection volume is smooth and continuous.

This algorithm initiates by sampling points along the input stroke
on the surface. For each sampled point r(@ above the surface, we
calculate an initial volume of interest (VOI) Vj,;; with MeTABrush
algorithm [82]. We then remove the parts below the screen and keep
only the VOI above the surface V,; = Vjn;; N V3p, where Vap is the space
above the surface. We then connect the sampled points on the surface,
r®), to form a lasso, L (Fig. 5(b)). We then map the particle coordinates
to the view coordinates of the surface camera, ¢, using the model-view
transformation. Similar to CloudLasso [78], we then compute the lasso
frustum F based on the first-level binding stage. We can then obtain the
VOI below the surface Vi, = FNV,p, where V,p is the space below the
surface. Finally, we combine both VOIs to get the interconnected VOI,
Ver = W UV,. We compute the initial density threshold pg as:

LN
- m), 1
o= ; p(r™) (1)

where Ny, is the number of grid-nodes, (" inside of the combined
VOI, Vcr. We select the volume V with density p above pg within Vcg:
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We generate the iso-surface with Marching Cubes based on the density
threshold pg. Both resulting selection techniques facilitate a seamless
and natural transition between 2D and 3D selections.

5.2 Molecular visualization

Molecular visualization is a field rich with diverse data representations,
each designed to highlight various aspects of molecular structures
and interactions. These include space-filling diagrams, ball-and-stick
models, ribbon models, licorice visualization, backbone, and surface
visualizations, etc. Given the complexity of molecular interactions, it
is common to use these representations as a combination to provide
a comprehensive view of the molecules. For biologists and chemists,
gaining a deep understanding of how drug molecules interact within
larger molecular structures is essential. They require insights into the
precise location and distribution of these molecules to assess their inter-
action and affinity. Traditionally, they need to select specific features
or regions of interest from biological sequences and link these on a 3D
visualization rendered on a 2D display. The task of selecting spatial
features and observing the dynamic behavior of molecules through 2D
display, however, presents significant challenges. Even within a pure
3D environment, maintaining spatial awareness can be a struggle for
users, given the inherent complexity of the involved datasets.

With SpatialTouch we address this need by merging the distinct
display spaces to facilitate a concurrent visualization of different rep-
resentations and abstractions. As we illustrate in Fig. 6, e. g., we can
show the hyperball representation [13] stereoscopically in AR space
for a detailed view of the molecule, while a ribbon model is rendered
on the surface for context. Alternatively, we can put a ribbon diagram
in AR space, complemented by a licorice diagram on the surface. Spa-
tialTouch allows users to combine these representations based on their
preferences and exploration needs. In addition, we enable them to
adjust visual representations in the specific regions as needed, both in
AR space and on the surface (Fig. 6(a)). Users can also directly grab the
visualization to check details of local regions, as we show in Fig. 6(b).

We enable users to interact with data rendered below the surface
using familiar touch interactions or above the surface through gesture
interactions, as illustrated in Fig. 4 (manipulation, Below and Above).
In addition, inspired by the findings in the elicitation study as illus-
trated in Fig. 4(c), we developed two seamless interaction transition
techniques to enable users to move data across two spaces. The first
method supports users to employ a familiar 2D pinch gesture on the
touch surface to “pull” the data to the surface level (akin to Hancock et
al. [25]), then continue with a 3D pinch gesture to “grab” it further into
the air above the surface, as illustrated in Fig. 4(c, left) and Fig. 6(b).
Conversely, performing this gesture in reverse enables users to seam-
lessly return the data to below the surface. This approach supports users
to directly interact with and manipulate regions of interest, whether
transferring them from the 3D space directly onto the 2D surface for
extended analysis or relocating them to any other area within the CR
environment for closer inspection. It is worth noting, however, that
2D pinch gestures are typically associated with zooming interactions.
The second method thus allows users to press the screen to “push” data
further into the depth of the surface or to “pull” it to the outside. The
3D pinch interaction in AR HMD remains, as we illustrate in Fig. 4(c,
right). While both methods provide seamless translations across two
spaces, we also implemented scaling and rotation: users can point at a
particular feature on the 2D surface and use 3D pinch gestures to rotate
or scale the data around that chosen point, as illustrated in Fig. 4(b).

5.3 Medical anatomical visualization

Medical imaging plays a central role in many healthcare practices
for diagnosis, treatment planning, and patient care. In particular, 3D
anatomical visualization has been used for treatment planning for vari-
ous medical procedures in radiology [28] as well as for teaching [80].
It often relies on volume rendering to show internal structures in detail.
While 2D slices are commonly used and are particularly effective for
many diagnostic purposes, 3D visualizations are often necessary for
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Fig. 6: Proteins visualized with UnityMol [18]. PDB ID: (a) 4fpq, (b) 8rfe.
Users can “grab” the 3D visualization directly to check the local regions.

slice + 3D view

Fig. 7: (a) Annotation on 2D surface while grabbing 3D data; (b) 3D visu-
alization superimposed on 2D slices to facilitate distance measurement.

addressing complex cases such as those involving intricate fractures.
Physicians also frequently interact with both 2D slices and 3D visual-
izations for a range of tasks, including assessing injuries and devising
treatment plans [49]. When planning surgical interventions for compli-
cated orthopaedic injuries, for example, the integration of 2D and 3D
visualizations allows surgeons to accurately visualize and navigate the
affected areas [6]. This combined approach significantly enhances the
precision of both planning and executing surgical procedures.

Prior work has explored the use of 2D displays [39] and 3D envi-
ronments [63] for exploring 3D medical visualizations within clinical
research tasks. Particularly relevant is Slice WIM [15], which uses a
stereoscopic display and a multi-touch table to present both an overview
and detailed views of 3D medical data, and projects 2D slices onto a
wall or table display. For SpatialTouch, in contrast, we use an integrated
environment that allows users to view 2D slices directly on the surface,
while also observing stereoscopic renderings superimposed on these
slices. Furthermore, users can use an interactive Surface pen for precise
annotation and distance measurements. Moreover, with our method
selected 2D slices can be saved and set aside on the surface, facilitating
quick observation and navigating to specific local structures (Fig. 7(b)).

With this example we want to highlight that domain experts often
need to engage in precise interactions, based on their observations of
3D structures—our environment being able to fulfill these requirements.
Physicians can make annotations and measure distances directly on the
2D touch surface, while simultaneously viewing the 3D representation
in AR space. To provide a clear view of the 2D slices and facilitate
accurate interactions on the surface, we implement a “lifting” feature.
It is activated with a 3D pinch gesture, which temporarily elevates the
3D volume visualization away from the 2D slice on the touch surface.
This separation facilitates unobstructed annotation or marking. Once
these tasks are complete, releasing the pinch gesture returns the 3D
volume visualization to its original position on the screen, seamlessly
integrating the new annotations with the remaining data.

In addition, with SpatialTouch interaction can happen anywhere
within CR, including making annotations directly on the 2D slice (on
the surface), marking features on the 3D visualization (above the sur-
face), and selecting features that appear in depth but are rendered below
the surface. We realized the latter interaction based on the WYSIWYP
principle [74]. To identify the depth of a ROI, our method detects a
significant change in the accumulated scalar value along the ray. This
ray originates from the contact point on the surface, denoted as rs),
and projects it in the direction of r®) — () as shown in Fig. 7(a).
Our integrated environment thus offers users a seamless and precise
interaction with medical 3D data for a detailed immersive examination.

6 EVALUATION

We ran two evaluations with domain experts, both pre-registered (osf
.io/avxr9) and IRB-approved (same as before). First, we evaluated
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SpatialTouch’s usability with domain experts, focusing on its use in the
domain. Second, we assessed the interaction with VR/AR/MR experts.

6.1 Evaluation with domain experts

We presented SpatialTouch to four domain experts: two biologists and
one astronomer from the local university, and one doctor from a local
hospital. All experts had >10 years of professional experience.

With the biologists, our demonstration focused on the SARS-CoV-2
virus spike protein [45] (Fig. 1(b)). The domain experts appreciated
that the 2D and 3D perspective views offer a thorough understanding
of the molecular data. They were highly interested in transitioning the
visualization between 2D and 3D spaces, finding it intuitive to grab the
visualization out from the 2D screen to check its 3D structure. They
mentioned several scenarios where SpatialTouch could significantly
benefit their research. First, the stereoscopic rendering in 3D space
enhances molecular structure comprehension. It enables them to es-
timate distances between structures and gain a better understanding
of molecular interactions and alignments. Second, 3D space provides
a flexible interaction platform with more degrees of freedom. One
expert noted that “this environment would be particularly useful for
data analysis. I can analyze two molecular datasets on the surface and
grab them to the 3D space to test various angles for fitting them together
and observing their interaction. Afterward, I can return them back to
the surface for further analysis.” Third, the integration of 2D surface
and 3D space combines their unique strengths, enhancing usability.
Linking 2D representations on the surface with 3D visualizations in
AR space, for instance, facilitates simultaneous editing of legends and
observation of molecular interactions. Users can create and compare
multiple copies within the environment. Moreover, the experts dis-
cussed how SpatialTouch could change their approach to data selection.
Currently, they select data based on amino acid sequences. This process
is cumbersome when the target region is spread over multiple sequence
segments. To optimize the ligand affinity, for instance, they need to
check the surrounding amino acids and select the pieces one by one
from the sequence. Thus, they look forward to intelligent spatial selec-
tion techniques that facilitate efficient selections across both 2D and
3D representations to streamline this process.

The astronomer specializes in computational astrophysics, planetary
system dynamics, few-body systems, and star cluster dynamics. After
seeing the N-body simulation visualizations (Fig. 1(a)) in SpatialTouch,
the expert mentioned that 3D stereoscopic rendering enhances the
understanding of data structures, providing an intuitive grasp of spatial
relationships and dynamic processes within the data. Its capability is
particularly beneficial for exploring simulations of physical phenomena
and identifying specific data patterns. Conversely, the 2D surface
can be used for coding to perform complex data analysis tasks. The
combination of both visual interfaces can allow users to leverage their
existing data analysis practices, while motivating them to test their
hypotheses and observe 3D simulations more easily. The expert did not
show a strong preference for whether the selection interaction should
occur on the 2D surface or in 3D space. Instead, they highly valued the
flexibility to select based on where the data feature is perceived.

The doctor’s research focuses on orthopaedics. After observing and
manipulating the anatomical data visualization (Fig. 1(c)), he expressed
strong interest in SpatialTouch and believed that it would play a signifi-
cant role in surgical planning, where multi-views of 3D structures, 2D
measurements, and precise interaction are required. The smooth and
flexible transition between 2D and 3D allows doctors to view medical
structures and the surgical plan from different perspectives. In addition,
he mentioned that it is often difficult to control the depth at which a
needle or a screw is inserted, which can harm neighboring tissues or
organs. With SpatialTouch, they can view specific treatment locations
on the 2D interface and test, compute, and plan where and how needles
or screws should be inserted in 3D space.

6.2 Evaluation with VR/AR/MR experts

We then invited three VR/AR/MR experts with each over three years of
experience and daily technology use. After obtaining their informed
consent, we introduced them to SpatialTouch, in two sessions. First,

we focused on the manipulation tasks, including translation, rotation,
and scaling. After a brief tutorial, we asked them to use our techniques
to manipulate the molecular visualization from Sec. 5.2, comprising a
combination of ribbon and licorice diagrams (Fig. 1(b)). We particularly
evaluated four interaction transitions—two for translation (Fig. 4(c))
and rotation and scaling (Fig. 4(b))—and gathered their feedback in
interviews. Our second session focused on our two selection techniques,
BrushWYP and BrushLasso (Sec. 5.1). Following these two sessions,
we asked them to fill in a questionnaire to assess and compare accuracy,
efficacy, and user experience of both selection and manipulation tech-
niques using 7-point Likert scales. In addition, throughout the study
we encouraged them to share any feedback they may have.

The experts showed high engagement with our environment and its
interactivity. They actively compared the visual effects and differences
between the two visual representations across both spaces. All three
experts expressed that they enjoyed the feeling of interacting with
data seamlessly throughout the environment, appreciating the intuitive
nature of the interactions without experiencing any confusion about
how interactions should be performed. The experts particularly focused
on the approaches for transferring data between the two displays. In
their comparison of the two translation techniques, they mentioned that
both methods provided a natural and fluid movement of data across
spaces. They felt, however, the 2D pinch + 3D pinch gesture to be
more precise than the 2D pointing + 3D pinch one. One reason was
that the 2D pinch gave them precise control of data depth—allowing
them to directly correlate the distance between their fingers with depth
adjustment of the data below the surface. Depth control with a single
finger-pointing gesture, in contrast, was challenging as it depended on
visual feedback from below the 2D surface. An interesting observation
was that all three experts did not realize that the familiar 2D pinch
gesture had been repurposed from scaling to facilitate translation from
Below to Above the surface. They seamlessly adapted to using an
integrated 2D pinch + 3D pinch gesture to “grab” data across spaces.
Moreover, while finding all interaction designs intuitive and easy to
remember, the experts suggested that additional icons would be helpful
visual cues for interaction, especially for transitions between the two
distinct spaces. All experts also appreciated the design of both selection
methods. Two of them favored BrushWYP for its uniform brushing
approach from start to finish, aligning with their expectation of how data
selection should work—even when transitioning across two distinct
spaces. The other expert felt that either method could be effective. In
comparing the accuracy of both, all experts felt both methods supported
them in selecting the intended target data above and below the surface.
Interestingly, we did not observe that using a lasso on the 2D screen
would enhance their perception of accuracy. This may be because
their main challenge was not to achieve precise 2D input but rather the
inability to track the data below the surface, unlike in AR space. We
solved this issue, however, with our target-aware selection technique.

7 SPATIALTOUCH AND CR VISUALIZATION AND INTERACTION

Based on the design considerations of SpatialTouch and other CR so-
lutions (Appx. E), and their potential use in domain research, we can
now revisit the initial questions we posed: (1) how to represent data to
ensure users understand what they see and (2) how to design interaction
techniques that allow users to seamlessly continue their tasks without
the need to deliberate on how interactions translate between different
display spaces. We experimented with a variety of data representation
strategies to elucidate data attributes (e. g., ball-stick, surface, stripes).
We also investigated different visualization placements, Above or Be-
low the surface, employing various levels of detail and abstraction. We
also explored the use of perspective views, orthographic views, or ex-
clusively 2D cutting planes for presenting data content on 2D surfaces.
One crucial lesson emerged from this work: it is not viable to impose
strict limits on which visual representations should be displayed in each
space. Instead, we need to treat CR environments as integrated systems,
in which users can decide where data is displayed and how to interact
with it. The focus of our design considerations thus shifted toward
managing transitions effectively, breaking down into two essential
facets: visualization transformation and interaction transition.



Visualization transformation involves the seamless migration of
data representations between two distinct spaces, such as from a 2D
display to 3D space. This process demands thoughtful design to en-
sure that the essence and clarity of the data are preserved during the
transition to not break a user’s mental model. Lee et al. [33] have
thoroughly explored visualization transformation approaches that can
be optimally designed to support visualization tasks. The transition of
3D spatial data from 2D to 3D is inherently facilitated by the data’s
existing 3D structure if perspective views are employed. The merging
of 2D visualizations on flat surfaces with 3D visualizations in spatial
environments to represent data features coherently, however, presents a
considerable challenge: visual complexity. This complexity arises as
users are presented with a blend of visual representations—2D or 3D,
with varied visual elements—tailored to highlight distinct data features.
For instance, when data moves from a 2D display to 3D space and the
visual representations shift from surfaces and lines to stripes and curves,
there is a concern about whether users can maintain their situational
awareness. This challenge of visual complexity is not unique but is
inherent across many environment designs within CR settings, espe-
cially when incorporating both situated and embedded visualizations to
enhance user understanding of data features. After discussions with do-
main experts, we identified that a promising approach is to enable users
to adjust visual representations locally—irrespective of being in 2D,
3D, or intermediate space—based on their specific needs. The shallow-
depth area across two spaces, in particular, may be an appropriate place
for this kind of adjustment. With SpatialTouch, users can effortlessly
switch between different representations to dynamically examine data
features. This flexibility in adapting visual representations aligns with
Schwajada et al.’s [56] findings, who highlight the benefits of user-
controlled transformation in enhancing task performance efficiency by
catering to the users’ requirements.

Interaction transition. To the best of our knowledge, there has not
been a thorough exploration of interaction transition within CR envi-
ronments. We thus introduce the notion of interaction transition as the
process in which interactions extend across various levels of virtuality
within a CR environment, ensuring all actions maintain coherence, thus
creating a continuous and seamless interactive experience. Several fac-
tors influence this process, including the tactile feedback upon touching
a physical surface, constraints in interacting with both depth and 2D
surfaces, established mental models guiding 2D and 3D interactions,
and how visual perception of data features impacts interaction.

Central to our understanding is the goal to preserve a user’s spa-
tial awareness to facilitate natural interaction within CR. This goal
is twofold: first, we need to ensure that users maintain spatial aware-
ness of their surrounding space (whether 2D or 3D), allowing them
to seamlessly continue tasks without needing to reconsider interac-
tion modalities for different display spaces. When using BrushLasso
(Fig. 5(b)) in CR, e. g., users intuitively brush data in 3D and then draw
a circle to enclose target points on the 2D surface. Second, it is crucial
that users maintain spatial awareness of their data (structure, orienta-
tion, position). This awareness guides them in understanding where and
how to perform specific actions. Users can trace, for instance, the 3D
structure of data with BrushWYP (Fig. 5(a)) and seamlessly continue
their interaction by following the structure onto the 2D surface.

To support such seamless transitions, our techniques need to be
context- and target-aware. While a user’s intention may be clear in
one space, it may become ambiguous when transitioning to another.
Considering the previous example, if a user is unable to trace a 3D point
cloud on the 2D surface any technique needs to predict their selection
intentions. This leads to another critical awareness we need to maintain:
situational awareness—users should be able to predict the results of
their actions in CR. Fig. 6(b) demonstrates this case—users use two
pinch gestures to “grab” data from and to the surface. Their fingers
naturally come into physical contact, promoting a continuous 3D pinch
gesture to “grab” data into the 3D space. During this process, users
have expected that the subsequent action would extract the data further.
Another interaction technique, “lifting” (Fig. 7(a)), allows users to
temporarily elevate the 3D volume for annotating a 2D slice, expecting
that releasing the pinch gesture returns the data to its original position

on the surface once the annotation is complete. These interaction
designs preserve spatial and situational awareness, thereby ensuring
a deep engagement in task completion in the CR environment. Thus,
they were highly favored by AR/VR experts in our evaluation.

Limitations. Similar to all visualization environments, SpatialTouch
has its intrinsic limitations. Here, we focus on its limitations in host-
ing spatial visualizations. We discuss additional limitations caused by
specific hardware settings in Appx. F. First, the stereoscopic rendering
and the 2D monoscopic rendering may interfere with each other, po-
tentially affecting the users’ understanding of the spatial data. In our
case, we use the HoloLens optical see-through HMD (OST)—when the
2D screen is too bright, it can interfere with the comprehension of the
3D rendering. Similarly, if a video see-through HMD (VST) is used,
the stereoscopic rendering may occlude the 2D monoscopic rendering.
In addition, the different visualization luminance between 2D displays
and AR HMDs may also lead to a sense of disconnection. Therefore,
blending the two renderings to obtain a coherent visualization is a
meaningful research question for future development. Various factors
should be considered to ensure an optimal color blending method, such
as the specific AR device property (OST or VST), brightness, and other
rendering-related settings. Second, 2D rendering is limited by the size
of the screen, whereas AR theoretically provides unlimited space for 3D
rendering. As aresult, parts of the data visualization in the environment
may not appear complete. While domain experts tend to focus on the
local region of the data during exploration, we did not encounter any
issues in the interviews. However, future researchers may need to take
this into consideration when large-size visualizations are used in cross-
reality interfaces that include fixed-size screens. Finally, collaborative
data exploration is currently limited due to the design of FishTank VR
monoscopic rendering on the 2D surface. Although users from different
viewing angles can have their own view of the data in AR space, they
share the same view rendered on the 2D surface. So only one user is
able to see a cohesive 3D representation. A potential solution for the
future would be to render several views on the screen at high frequency
and use a technique similar to “shutter glasses,” allowing each user to
see their specific 2D rendering on the shared 2D surface.

8 CONCLUSION

Cross-reality is thus more than simply merging various levels of virtual-
ity, where data is either positioned at a single space or moved to another
place. Instead, it stands as an innovative and integrated environment
for data presentation and exploration. Holding this vision, data can
appear in any form and at any corner of the environment, tailored to
the specific needs of each domain. Through the interviews with do-
main experts, we learned that transitioning their data between 2D and
3D spaces significantly motivates them to view and analyze their data
from previously unexplored angles. In this light, we shared the design
insights we gained through experimenting with various configurations
for the CR environment, resulting in our recommendations to respect
the users’ mental models of the spaces in which they interact as well as
of their data. Moreover, whether for understanding data or completing
tasks, it is crucial to allow users to control data transformations, such as
transforming data across spaces or change visual representations. Yet,
the most critical aspect to consider is why CR is the appropriate choice
for the task and data. This rationale shapes all other design aspects: the
choices of environment, visualization, and interaction designs.

ACKNOWLEDGMENTS

This work was supported by the National Natural Science Foundation
of China (Grant No. 62272396). The authors would like to thank Faez
Khan, Lanlan Han, Thijs Kouwenhoven, and Liang Wang for their
valuable comments during the domain expert interviews.

SUPPLEMENTAL MATERIAL POINTERS

We share our additional material at osf.io/avxr9. We also make our
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SpatialTouch: Exploring Spatial Data Visualizations in Cross-reality
Appendix

In this appendix we provide additional images and discussion beyond the material that we could include in the main paper due to space

limitations or because it was not essential for explaining our approach.

Fig. 8: Elicitation study datasets: (a) Protein data (data from [45]) , (b)
MRI multi-slice anatomical data, (c)filament.

A DATASETS USED IN THE ELICITATION STUDY

Datasets. We used five datasets with a diverse set of data features,

including:

Structured surface data: The molecular structure data (Fig. 8(a)) is a
spike protein from the SARS-CoV-2 virus [45], reconstructed from
the electron microscopy images. It is rendered as a ribbon diagram,
which includes lines, sheets, and helix structures.

Volume visualization data: The MRI volume data (Fig. 8(b)) com-
prises multiple slices and facilitates interactive cutting plane explo-
ration to focus on specific regions of the anatomical structures.

Unstructured point cloud data: We used three point cloud datasets: (1)
a synthetic semi-spherical shell of particles (Fig. 8(c)) that partially
encompasses a half-ball of interfering particles; (2) a cosmological
N-body simulation [64] (Fig. 8(d)) with a vast, densely populated
central cluster encircled by numerous smaller clusters; and (3) the
Millennium-II data subset [65] (Fig. 8(e)), a complex network of
filaments connecting high-density clusters.

B DESIGN SPACE FOR USER INTERACTION IN CR

To improve the readability of Fig. 4, we also include it in this appendix
at full page width as Fig. 9.

C ALGORITHM FOR CAMERA SETTING

To ensure the data visualized on the surface and through the Hololens

merge seamlessly into a unified 3D representation, we developed a

rendering algorithm that aligns the visual content on the 2D surface with

the AR visualization. To achieve this alignment we need to compute

the surface position of data located below the surface. The positions of

the surface camera and the AR HMD camera are denoted as r(¢) and

), respectively. The configuration process involves the following key

steps in each frame:

1. We translate ¢ to the HMD’s position, in which r(©)=ph),

2. We adjust the forward direction of the ¢ (negative z-axis) to s perpen-
dicularly, in which the z-axis of ¢ aligns with the z-axis of s.

3. We modify the x-axis of ¢ to align with the x-axis of s, maintaining
consistency in horizontal orientation between ¢ and s.

4. We compute the surface’s center position r(®), the bottom-left corner
r(®) and the top-right corner r(") in local coordinates w.r.t. r(¢)

5. The surface s serves as the near projection plane of ¢. The distance
of ¢’s far projection plane is denoted by f. Then, we subsequently
derive the projection matrix m'©) as

21l )00
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D ADDITIONAL FIGURES FOR THE APPLICATION CASES

In this section, we present figures of three cases discussed in the paper
to demonstrate how SpatialTouch is tailored to three distinct domains.

D.1 Molecular visualization

As shown in Fig. 10, we merge two distinct display spaces (AR HMD
and Surface) to facilitate a concurrent visualization of different rep-
resentations and abstractions. We developed a seamless interaction
transition technique to enable users to move data across two spaces.
It supports users to employ a familiar 2D pinch gesture on the touch
surface to “pull” the visualization below the surface to the surface
level and continue to use pinch gesture in 3D space to manipulate the
visualization (shown in Fig. 11).

D.2 Medical anatomical visualization

SpatialTouch allows users to view 2D slices directly on the surface,
while also observing stereoscopic renderings superimposed on the slice
(Fig. 12).

Users can use the “lifting” feature to elevate the 3D volume visual-
ization away from the 2D slice on the touch surface (Fig. 13).

In this way, users can obtain a clear view of the 2D slices and perform
accurate interaction on the surface, such as precise annotation (Fig. 14
(a)) and distance measurements (Fig. 14 (b)). SpatialTouch supports
users in marking features on the 3D visualization directly on the 2D
slice (on the surface). This method is particularly useful when features
appear in depth but are rendered on the surface.

D.3 Astronomical point cloud visualization

As shown in Fig. 15, users can view 3D point cloud visualizations
in AR space to gain a comprehensive understanding of data density
distribution and context, while performing precise data analysis, such
as selection or annotation, on a 2D surface.

We developed two seamless spatial selection techniques for point
cloud visualization. With BrushWYP (Fig. 16), users can brush over the
string-like shape of 3D point cloud data in the 3D space and continue
to brush the rest along the structure on the 2D surface.

With BrushLasso (Fig. 17), users can brush target points in mid-air
and encircle points on the surface through a single, seamless input.

In addition, users are able to brush target points only in mid-air with
MeTABrush [82] (Fig. 18), or draw a lasso around them on the surface
with CloudLasso [78] (Fig. 19).

E THE CR VISUALIZATION LANDSCAPE

With SpatialTouch we developed and studied a new CR environment
that merges a monoscopic 2D surface with a stereoscopic 3D space for
data visualization and exploration. As we demonstrated, SpatialTouch
facilitates comprehensive 3D spatial data analysis across various visual
representations, scales, and data abstractions. This section extends
beyond the design of SpatialTouch to discuss the broader landscape
of CR solutions for visualization. We believe this discussion will be
useful for future CR designers in creating CR environments for spatial
data visualizations and more.
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Fig. 10: Protein data visualization [45] with the ribbon (shown in AR) and

the licorice (shown on the surface) visual representations. Fig. 12: 3D anatomic visualization on the surface and AR device with
different transfer function settings.

from 2D to 3D spaces. (a) start pinching on the surface to “pull” the
visualization from 2D to 3D. (b) during the pinching, the visualization
“moves towards 3D space” with the distance between the thumb and
index finger decreasing. (c) the two fingers merge and the visualization
is pulled up to near the level of the surface. (d) continue to move the Fig. 13: Lifting the stereo rendering with left pinch.
visualization by pinching in the air.




Fig. 14: Lifting the data and (a) annotating the features in depth, (b)
measuring the width of the lung with pen on 2D surface.

(

Fig. 15: Cosmological N-body simulation visualization [64] across 2D
(dark blue) and 3D environments (light blue).

Fig. 16: BrushWYP: (1) direct brushing on the target points across two
spaces, and (b) the selection result.

Fig. 17: BrushLasso: (1) brushing the target points in mid-air and drawing
a lasso on the surface, (b) the selection results.

Fig. 18: MeTACAST: (1) brushing the target points directly in mid-air, (b)
the selection results.

E.1 Motivation (why?)

When considering a CR environment for visualization, the first factor to
consider is the underlying motivation as it shapes the entire design. A
key advantage of CR is its ability to augment visual representations
or show additional information for enhanced comprehension, data
analysis support, or sense-making. The different CR designs we illus-
trated in Fig. 20 all exemplify this capability. Additional information
may include extra data dimensions, contextual detail, or 3D represen-

Fig. 19: CloudLasso: drawing a lasso around the target points on the
surface, (b) the selection results.

tations. Examples are an AR plus traditional PC-based data analysis
tool for 3D data [72] (Fig. 20(a)), techniques for navigating volume
data through overview and detail views [15] (Fig. 20(d)), embedded
AR visualizations for presenting multivariate data [51] (Fig. 20(f)), and
SpatialTouch for presenting 3D visualization and multiple selected 2D
slices (Fig. 7(b)). Furthermore, understanding the context of data and
regions of interest allows users to focus on their interaction and may
lead to more precise input, as they gain a clear understanding of the
data’s relative position and their interaction. In our elicitation study we
observed that our participants’ actions typically centered on regions
of interest and crucial data points. CR environments enhance user
engagement by offering diverse interaction spaces with additional
information. Users can, e. g., accurately position a viewing window
inside a medical structure on a touch table, while they observe both
the overview and detail [15] (Fig. 20(d)). In SpatialTouch, users can
precisely circle point data on a 2D surface, after assessing its spatial
distribution in AR space (Fig. 20(h)). Another key motivation for em-
ploying CR is collaborative data analysis. CR empowers multiple
collaborators to simultaneously visualize and discuss shared visual
content, especially for spatial 3D data. Fig. 20(b) illustrates how users
in a shared AR space can interact with a 3D visualization, each ma-
nipulating the data independently via a private tablet [59]. Conversely,
Fig. 20(g, f) show how display content is shared among collaborators,
while AR HMDs provide private views for individual analysis [19,51].
These private views can be merged with the public one as required
for sharing insights. A particularly innovative design is the use of a
shared AR visualization, while participants have personal tablets di-
rectly inside the AR space with exact spatial alignment for individual
analysis (Fig. 20(e)). Furthermore, while not extensively covered in
previous work, we demonstrated in SpatialTouch the use of varied
visual abstractions both Below and Above the surface to deepen users’
comprehension of data features. The surface + AR designs in Fig. 20(e,
h) are particularly effective for this goal because their unified depiction
presents spatial data alongside embedded representations, facilitating
an intuitive understanding of complex data.

E.2 Environment (where?) and dataset (what?)

As illustrated in Fig. 2, CR environments exploit various levels of
virtuality to enhance user comprehension and facilitate task comple-
tion. Typically, they rely on monoscopic displays—mobile devices,
surface interfaces, or desktop screens—, augmented with one or more
stereoscopic AR/VR views (Fig. 20). The 2D displays offer multiple
perspectives for data visualization, while 3D spaces are often dedicated
to spatial data, resulting in a comprehensive data presentation.

For these configurations, it is crucial to create effective connections
between contextual information and the visualized data attributes across
multiple views as well as within spatial data. Various environments
(Fig. 20(a—d)) employ approaches such as visual cues (e.g., color,
highlighting), linked views, and animated transitions to achieve this
coherence. Notably, designs Fig. 20(e—h) emphasize a strong connec-
tion and precise spatial alignment between AR and display content.
Reipschlidger and Dachselt [50] previously defined three levels of spa-
tial proximity: AR content positioned in front of or behind the display,
AR content arranged close to or at the edge of the display, and AR
content rendered with no spatial relation to the display. Analyzing these
setups, Fig. 20(f, g) use the display as a frame of reference for AR
content placement. Designs in Fig. 20(e, h)—including SpatialTouch—
leverage the spatial nature of 3D data that is rendered in AR space and
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Fig. 20: Existing CR environments for visualization: (a) monitor + AR [29,57,72], (b) tablet + AR [58,59], (c) tablet + Stereoscopic display [36], (d)
tablet + stereoscopic display [15], (e) tablet + AR [3,48,59], (f) large display + AR [51], (g) tablet + AR [19], (h) tablet + AR [50], SpatialTouch.

position the 2D display inside the AR visualization. This approach
is particularly effective for demonstrating the relationship between
contents in two different spaces, as demonstrated in spatial selection
tasks [59] and the visualization of medical volumes using cutting planes
in SpatialTouch.

F LIMITATIONS OF THE SPECIFIC HARDWARE SETTINGS

In this section, we discuss the limitations caused by the specific hard-
ware settings (Surface Studio and Hololens HMD) of SpatialTouch.
First, SpatialTouch requires high precision in the registration between
the 2D surface and the 3D space to ensure accurate alignment between
the two views. In our prototype, the HoloLens and Surface Studio run
the program separately as two clients, with visualization and interaction
states synchronized via the server. Similar to past work [50], after
starting the application on Hololens, we need to manually align the two
coordinate systems. Thus, although the view synchronization algorithm
presented in Sec. 3 works accurately, as shown in the supplemental
demo, it was time-consuming and difficult to achieve a high level of
precision in the coordinate system registration. For future development,
we recommend the researchers leverage automatic registration tech-
niques with high precision or develop targeted CR display ecology with
a unique coordinate system. Second, the limited field of View (FOV)
and the restricted gesture recognition area of the HoloLens significantly
hinder the user’s immersive experience. The narrow FOV confines the
visualization to a small window in the user’s vision, which breaks the
sense of immersion as users are constantly reminded of the boundaries
of the display. The constrained gesture recognition area means that
users need to perform interactions within a small space in front of
the body. It increases the cognitive load of users as they need to be
conscious of keeping their hands within the detectable zone. We recom-
mend that researchers leverage HMDs or glasses with large FOVs and
extensive gesture recognition areas. For the FOV, current mainstream
video see-through HMDs, such as the Oculus Quest 3, can sample the
real world and map the results onto display devices with a large FOV.
However, the video quality of VST HMDs is not yet sufficient for users
to clearly observe the data visualizations on 2D surfaces in the real
world. We believe that in the future, the image quality of VST HMDs
will continue to improve, and issues such as video stream latency and
image distortion will be resolved. For gesture recognition, external
sensors such as Leap Motion can be introduced to facilitate gesture
recognition and tracking.

FIGURES LICENSE/COPYRIGHT

We as authors state that all of our figures in this appendix are and
remain under our own personal copyright, with the permission to be
used here. We make them available under the Creative Commons At-
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