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A B S T R A C T

Understanding the packing of long DNA strands into chromatin is one of the ultimate
challenges in genomic research. An intrinsic part of this complex problem is studying
the chromatin’s spatial structure. Biologists reconstruct 3D models of chromatin from
experimental data, yet the exploration and analysis of such 3D structures is limited in
existing genomic data visualization tools. To improve this situation, we investigated
the current options of immersive methods and designed a prototypical VR visualization
tool for 3D chromatin models that leverages virtual reality to deal with the spatial data.
We showcase the tool in three primary use cases. First, we provide an overall 3D shape
overview of the chromatin to facilitate the identification of regions of interest and the
selection for further investigation. Second, we include the option to export the selected
regions and elements in the BED format, which can be loaded into common analytical
tools. Third, we integrate epigenetic modification data along the sequence that influence
gene expression, either as in-world 2D charts or overlaid on the 3D structure itself. We
developed our application in collaboration with two domain experts and gathered insights
from two informal studies with five other experts.

cbe CC BY-NC 4.0

1. Introduction

Gene expression and regulation are largely influenced by the
packing of the DNA strand into the 3D structure of the chro-
matin in the cell nucleus [38]. Unfortunately, the captured data
of chromosomal conformation, using techniques such as Hi-
C [29], are difficult to interpret with traditionally used 2D visual
representations. Most of the current analysis tools either do
not provide a 3D inspection mode, or they support only a basic
3D projection on the desktop, with limited interaction options
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[8, 27, 49]. Immersive systems, however, have repeatedly proven
their superior ability to help users understand complex spatial
arrangements of 3D structures [4, 6], as well as to provide more
elaborate and intuitive interactions [24, 36]. Especially for chro-
matin data, 3D analysis is highly relevant because the genome is
compartmentalized. Different regions have different behaviors,
and to understand those, knowledge about the 3D structure of
the genome is crucial. For example, understanding the spatial
arrangement of chromatin may increase the chance of finding
options for treating a disease by applying genetic therapy tech-
niques to the neighboring genes, instead of the genes themselves.
Furthermore, they also help to reveal how local changes may
affect other regions of the genome that are spatially close but
may be distant in the sequence (i.e., along the chromatin fiber).

To explore the options that the fusion of virtual reality with
visualizing the spatial arrangement of chromatin can offer, we de-
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Fig. 1. Virtual Reality inspection of chromatin 3D and 2D data. (a) Visualization of the 3D chromatin model in the virtual environment. (b) Model
exploration with the selection of a Region of Interest (ROI) encapsulated in a sphere. (c) The chromatin structure is hidden, except for the selected ROI.

signed a new Virtual Reality (VR) tool, see Figure 1, to showcase
that it can complement the work pipeline of bioinformaticians
and biologists in their analysis of chromatin data. We intensively
discussed the design and functions with experts in genomic re-
search. Our system can load 3D chromatin models, allows users
to explore and select regions of interest, and provides a visualiza-
tion of epigenetic modification data on the models for an initial
analysis. Together with the experts and based on the results
of our experiments, we identified four exemplary applications
of the exploration for chromatin data, where VR capabilities
can play a vital role: (i) the initial inspection of the 3D shape
to enable users to gain a comprehensive understanding of the
3D shape and identify regions of interest that may otherwise
not be detected, (ii) the selection of interesting portions of the
model that are exported as BED files [37] for further inspection
in the traditional software, (iii) an initial analysis of so-called
tracks—files with epigenetic modification information of the
chromatin—that can be rendered over the surfaces of the chro-
mosomes to make sense on their relationship with the 3D space,
and (iv) the assessment of hypotheses after 2D inspection has
been carried out, i.e., to determine whether certain hypotheses
are physically correct. The epigenetic modifications (tracks) can
induce changes in chromatin structure, either locally or over long
distances, and changes in gene expression. For instance, histone
acetylation disrupts electrostatic interactions between histones
and DNA, leading to a less compact state of the structure, thus
enabling the access of other proteins [3].

Through interviews with two domain experts, we first defined
initial requirements, based on which we created an initial ver-
sion of the tool, capable of interactively exploring 3D chromatin
models in VR. We then iteratively refined the tool with one of the
experts. Next, we asked five additional and independent experts
to examine the tool: the first of them as a pilot test, while the
other four completed a full experiment. The qualitative feedback
revealed that the experts are highly interested in using VR as
a new instrument to complement their pipelines. The contribu-
tion of our work is thus not a new visualization paradigm, the
use of immersive analytics [14] in general, or new interaction
paradigms. Rather, we contribute a design study of the use of
VR-based visualization in a practical use case and the demon-

stration that application domains, which traditionally rely solely
on desktop tools, can take advantage of the advanced spatial
comprehension facilitated by immersive technology [15, 23].

2. Previous Work

VR rapidly evolves into a mature technology with applications
across many data visualization domains. Our case of 3D ge-
nomic data brings together advances in biochemical research
and subsequent computational processing, with work on efficient
data visualization and interaction in immersive environments.

2.1. Genomic Data Visualization

Visualization has long been a fundamental part of genomic data
analysis. Nusrat et al. [35] give an overview of the diverse vi-
sual data representations employed in genomics. Historically,
the UCSC Genome Browser [21] and the Ensembl genome
database [31] defined the now conventional paradigm of align-
ing genomic data—often called genomic signals—along the
genomic DNA sequence in a linear fashion. Such linear data
offer only limited means for studying the genome’s structural
features, which often play a significant role in diseases [5].

In 2002, Dekker et al. [9] developed the Chromosome Con-
formation Capture (3C) technique, which gave researchers the
necessary tool to investigate the spatial organization of genomic
material in cells. This advance was followed by extensions,
e.g., 4C [40], 5C [12]. Ultimately, Lieberman-Aiden et al. [29]
came up with the Hi-C technique that provided genome-wide
interactions between all equally-sized regions called bins. The
results are 2D matrices encoding contact frequencies between
the bins, i.e., what is the likelihood of the two regions being
in close proximity in vivo. Several tools for visualizing these
2D matrices—often extensive and multiscale—have been de-
veloped (e.g., Juicebox [13] or HiGlass [22]). Over the years,
biologists and bioinformaticians have become accustomed to
examining the spatial structural features of DNA through the 2D
matrix representation. Different 3D features are displayed as
specific patterns in the 2D matrix, e.g., A/B compartments [29]
or Topologically Associated Domains (TADs) [10].
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In summary, researchers in the genomics field learned to com-
bine one-dimensional datasets, i.e., genomic signals, and two-
dimensional datasets, i.e., matrices encoding interaction frequen-
cies, to investigate both functional and structural features of the
genome. The DNA folding in the cell nucleus, however, by
definition happens in three dimensions. Many scientists are thus
interested in generating 3D DNA models [16, 17, 30]. While cer-
tain mechanisms of DNA folding have been identified, the whole
packing process remains unexplained. We know, for instance,
that the DNA polymer is wound around histones (proteins pro-
viding structural support), forming nucleosomes. The whole
folded structure with other supporting proteins is often called
chromatin—a term that we also use throughout the paper. Fur-
ther, high-level folding is currently difficult to observe due to
the scale at which it occurs. Modeling chromatin in silico and
visualizing the generated 3D structures aims to address questions
regarding spatial conformations. 3D models generated this way
are the focus of our work presented in this paper.

2.2. 3D Chromatin Visualization

Multiple ways exist to acquire a 3D model of chromatin fold-
ing in the cell nucleus. First, one can generate such structure
from the experimental data, i.e., Hi-C matrices. Another option
involves polymer simulations, using known physical properties
of the DNA fiber as constraints. Imakaev et al. [20] give more
details about the various paths to a 3D model of a genome. In
both cases, the methods generate a prediction of the chromatin
fiber’s spatial conformation, satisfying the input conditions.

The visualization of such 3D structure predictions has been
proposed by several authors and implemented in several bioin-
formatics tools. For example, two general-purpose web-
based genome browsers include a 3D component: Nucleome
Browser [49] and WashU Epigenome Browser [27]. Both tools
are actively developed and maintained and provide the baseline
functionality for 3D chromatin visualization on desktops.

In the past, a handful of other tools proposed 3D visualiza-
tion in genomics. Genome3D [2] was one of the earliest tools
for visualizing genomes in 3D. GMOL [34] decided to sepa-
rate the multiscale model into discrete scales and allowed users
to switch between them. 3Disease Browser [28] focused on
disease-specific conformation changes. HiC-3DViewer [11] fa-
cilitated 1D-to-2D-to-3D data mapping, although not the other
way around. Delta [42] also supplemented the 3D model with
other conventional genomic visualizations. GenomeFlow [45]
proposed various ways to link 1D, 2D, and 3D genomic data in a
desktop application, whereas CSynth [44] combines simulation
with 2D matrix integration for the 3D view.

Despite this publication history, the full potential of 3D visu-
alization as it is established in the visualization domain has not
yet been used. In particular, VR can underline the spatial aspects
of the data, which we aim to explore in our work.

2.3. VR in Genomic and Molecular Visualization

There are just a few examples of virtual reality applied to 3D
chromatin data. CSynth [44] is a web application that renders
3D chromatin models in the browser. They provide an option to

show the 3D chromatin models in virtual reality, mainly for edu-
cation purposes. CSynth links the 3D structure with a 2D matrix
by highlighting selected regions. Furthermore, users can map a
single genomic track onto the color of the 3D chromatin model.
Our work aims to support linking the chromatin model with
multiple genomic tracks at the same time. Delta AR [43] also
features immersive environment viewing in Augmented Reality
through HoloLens glasses. However, they only show the 3D
model and leave the interactions with other data, such as tracks,
to 2D displays. Reiske et al. [39] propose an ideogram-inspired
representation of a genome in VR, and compare three querying
techniques in VR and desktop. However, they did not use 3D
chromatin structures, but textual gene information. Moreover,
the study only comprised the 3D interaction techniques and did
not include domain experts. In a related field of general molec-
ular data visualization, many more works have been published.
Kuťák et al. [24] overview the landscape of VR in molecular
visualization. Despite some attempts at using Virtual Reality
for chromatin visualization, as we have seen, they primarily
intend to serve as a showcase component, rather than forming an
integral part of the workflow of domain experts. Our proposal
fills this gap by creating a VR tool that can effectively solve
problems that are not feasible (or are more difficult) to solve
using standard software tools.

3. Chromatin Exploration in VR

Depending on the source organism and resolution of the data,
a single genome might result in models containing thousands
to tens of thousands of bins. This situation presents several is-
sues for intuitive exploration, primarily due to occlusion from
projecting the 3D model on a two-dimensional screen. Fur-
thermore, these models are composed of features at different
scales: e.g., chromosomes, TADs, and genes. We aim to provide
tools that not only enable global exploration of the whole model
but also support filtering these features, while helping with the
comprehension of spatial features thanks to the use of VR.

3.1. Motivation and Requirements

Only 5% of human chromatin is composed of genes, approx-
imately 20K, and only about 25% are typically active, being
transcribed into proteins. Such a transcription event is adjusted
by regulatory sequences of DNA that promote or silence gene
expression. These regulations occur not only locally on nearby
genes but also on distant elements that, when the DNA folds in
space, come into spatial proximity. These regulatory processes
are determined by modifications on the proteins packaged with
the DNA, information that is covered in the track files we had
mentioned. When scientists wish to modify the expression of a
gene, for instance, due to its association with a disease, they can
identify the associated regulator. With the aid of Hi-C maps, re-
searchers are capable of detecting an interaction in a one-to-one
analysis. However, if a gene therapy by editing the regulator is
proposed, it is important to note that it could alter other genes,
potentially causing unwanted side effects. Hence, it is necessary
to investigate other interactions. The analysis of the 3D spatial
environment facilitates inspection beyond one-to-one contacts.

https://doi.org/10.1016/j.cag.2024.104059
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Fig. 2. Combination of classical desktop applications with our proposed VR tool. Our tool can be used before starting the work with standard applications,
to understand the 3D structure (1), selection of regions of interest (2), or performing an initial analysis using the tracks of the model (3).

Fig. 3. Snapshot of our virtual environment: Control panel on the left wall, visualization wall on the right, and the 3D model (ROI) in the center.

However, understanding the 3D space using 2D projections is
difficult. Thus, when discerning potential modifications is cru-
cial, it is essential to employ a method that provides clear insight.
For proteins, whose 3D structure is crucial for comprehending
their function and designing novel drugs, VR has proven ad-
vantageous, enhancing spatial comprehension and facilitating
collaborative environments. We therefore approached two do-
main experts to determine the requirements for a VR application
for chromatin.

One of them, our reference domain expert, has more than
25 years of experience with genome data, and around 15 years
working specifically with chromatin models. He directs several
international consortia that study chromatin folding.

Chromatin study relies on extensive 2D data that inform about
genes, expression levels of regulatory factors, and more. Our
proposed methodology involves a combination of a VR tool and
conventional desktop tools. The user would use VR for specific
moments that require structural visualization, and desktop tools
for accessing 2D data like gene databases. Thus, the VR tool

should initially focus on enabling 3D exploration of chromatin
and facilitating data transfer between 3D and 2D environments.
The input for 2D environments typically comes from files indi-
cating positions to analyze, such as BED files. The input for the
VR environment could be either a specific position to be loaded
onto the scene, or a free exploration of the model, allowing the
user to select the region to explore.

Based on our findings, we developed a minimum set of fea-
tures for our solution:

R1: Loading and displaying 3D chromatin data in real-time:
This need is obvious, but rendering such complex models
is not simple in VR.

R2: Identifying a concrete segment of the chromatin data to be
displayed: When experts analyze a chromatin model, they
typically have an initial idea about the segment they want
to inspect. This access could be achieved through a spatial
search using 3D exploration, or through a semantic search
by entering the name or position of the gene.

R3: Brushing, filtering, and selection of regions of interest: For
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a proper exploration, we need to provide several tools that
facilitate the brushing and filtering of the data. Moreover,
loading and saving of ROI selections is essential.

R4: Exporting segments to BED files [37], a standard format for
the continued data exchange with the existing data analysis
tools, forms a part of their normal workflow.

R5: Displaying epigenetic modifications charts for an initial
analysis, whith which the domain experts spend a lot of
time when searching for their objects of interest.

R6: Rendering of multiple information tracks simultaneously,
shown over the chromatin model, to allow users to under-
stand how those are represented along the chromosome.
Upon selection of the proper chart, this information should
be overlaid on the elements.

The resulting workflow should thus combine both desktop appli-
cations and the use of our VR tool, as illustrated in Fig. 2 and
inspired by previous Immersive Visualization work [47, 48].

3.2. Application Scenarios
In collaboration with the two experts, we also identified the
following three cases that would represent common scenarios to
be addressed with our approach and tool.

Use case 1: Understanding 3D structure. Having access to
a tool that enables experts to explore a 3D model in a manner
that is comparable to that of the real world facilitates a more
comfortable perception of the characteristics of that structure.
According to our collaborators, this kind of visualization ex-
plains the territories of the chromosomes and helps them to
identify which chromosome is next to another one. Even though
the overall organization of the genome is generally consistent
across genomes, there are notable exceptions, such as in the case
of the eyes of mammals, where the silenced genes are located in
the center and the rest in the periphery, which is in direct contrast
to common genes. Hence, the capability to translate and rotate
the model in a virtual environment facilitates its exploration and
comprehension, owing to the stereoscopy.

Another utility of the 3D exploration, besides the general
understanding of the model, is the detection of potential errors in
the 3D coordinate reconstruction model, or positions that need
further inspection. We illustrate this issue in Fig. 4.

Use case 2: Selection of regions of interest. The 3D explo-
ration has the potential to provide researchers with valuable
insights that would otherwise be difficult to discover, and to
uncover intriguing regions that warrant further investigation.
During one of our meetings with one of the two domain experts,
for instance, we presented a model to him, and he promptly
identified a three-dimensional region in the space where three
chromosomes were in close proximity. This was unexpected,
and he immediately stated that this region deserved further ex-
ploration. This exploration would require the ability to isolate
the specified region and conduct further selections of its inter-
esting elements. In addition, the information on those selected
elements should be made available to continue the analysis in
other tools, for instance by creating a BED file.

In addition to this selection function, it would be useful to
include a logging option that allows users to replicate exploration

Fig. 4. A possible error (or position that needs further analysis) in the
reconstructed coordinates detected thanks to the 3D view.

steps (or skip them and proceed to the current state of a previous
session). The log can be used to provide both history and the
current state, the former being useful for retracing steps and the
latter yielding a session state akin to the experts’ desktop tools.

Use case 3: Initial analysis in 3D. While the goal of our tool
is to serve as a companion to desktop software, the experts also
found it interesting to add the possibility of inspecting the tracks
together with the 3D model, since the tracks mark regions with
certain behavior. For example, track h3k4me3 encodes the tri-
methylation of lysine 4 on histone H3, which can indicate active
genes, while track h3k27me3 is a repressive mark associated
with gene silencing. The domain experts thus suggested adding
an option to overlay the tracks on the 3D model.

3.3. Design and Implementation

3.3.1. Design Objectives
Taking everything discussed in Sect. 3.1 into account, we de-
signed our application as a virtual room, into which the 3D
model of our chromatin can be loaded. The user can interact
directly with the model or use the menus on the walls to perform
various functions, as it is currently implemented in protein VR
applications. We decided to use a virtual wall for the menus
in order to avoid the need to manage them (make them appear
and disappear, or reposition them) to the users. This reduces
interaction complexity and makes users always aware of their po-
sition. We believe that this overcomes the disadvantage of them
being partially occluded. We provide details about the virtual
environment in Sect. 3.3.3. To address the experts’ requirements,
the available functions must include: selecting ROIs, saving the
actual ROI, creating a BED file, maintaining a session history,
loading tracks, and displaying track values on the model. Fur-
thermore, we decided to incorporate additional functions such as
the ability to restart the session to facilitate more precise selec-
tions within the ROIs of potentially interesting elements and to
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modify the selection criteria. We provide a detailed explanation
of all these functions in Sect. 3.3.4.

3.3.2. Technologies and Data
Based on these requirements, we developed a prototype appli-
cation using Unity and based on the HTC Vive HMD (Head-
Mounted Display) and its controllers. We created the charts
using the Graph And Chart Unity asset [1]. We used a system
with the following characteristics: Intel(R) Core(TM) i7-6700
CPU @ 3.40GHz 3.40 GHz, 32GB RAM, and an NVIDIA
GeForce GTX 1070 with 24GB.

We derived our chromatin model from the work of Stevens
et al. [41]: the chromatin of a mouse embryonic stem cell at
a resolution of 100kb per bin (i.e., 100,000 DNA base pairs in
each bin), reconstructed from Hi-C data. We represent it using
spheres, each sphere corresponding to a bin at the reconstructed
positions, and we use cylinders to show their connections, from
here on referred to as bonds. This model has 25,709 spheres
and 25,690 cylinders, 43.6M of triangles; without any enhance-
ment it is thus unfeasible to achieve real-time rendering. As a
result, we decided to test alternatives and chose to instantiate
each object and apply the corresponding color through Material-
PropertyBlockSetting in Unity.

3.3.3. Overview of the Tool
To describe our tool and its functions, we begin by describing the
virtual environment in which we work. The application creates
a virtual scenario where we load the inspected object and render
it in the center. We also create two virtual static walls, one for
the control panel and other interaction elements, and another
for the visualization of the charts, as shown in Fig. 3. The
rationale behind this design is to facilitate the interaction. An
alternative to a fixed region for the menus and other interaction
widgets would be to make them appear on-demand after user
input and let the user configure their virtual position in the
scene. However, this would require the user to often reposition
the elements to avoid overlap with the 3D model. In our case,
both the control panel and the visualization wall require a lot
of space. The control panel, in addition to the input widgets
for controlling selection parameters, also provides the history
log with snapshots of the regions of interest. The visualization
component on the right also loads several charts at the same
time. Some particular feature (definition of a subsegment of
the model, given in chromosome number and positions, and
toggling tracks) is currently implemented to be initiated from
the program’s console but could be moved to the UI if required.
The main controls work as follows.

Control panel. Our control panel is always accessible from
one of the walls of the virtual environment. This design allows
for easy access to its features without requiring them to learn
another system. Furthermore, it has been demonstrated that spa-
tial menus are preferable to body-referenced menus, and they
are less physically and mentally demanding than other designs
[26]. In the future, we will examine shortcuts to common tasks
to improve the user experience. With the control panel (Fig. 5),
positioned on the left wall, we can restart the session or reposi-
tion the structure. We can save regions and maintain a history

to reload them at a later time, delete selected elements, and
change the method used to calculate distances for highlighting
neighborhoods.

Fig. 5. Control panel parts. a) Legend of chromosome colors. b) “Restart”:
Reload the structure at the start position. c) “Reset”: reset session, delete
saved ROIs. d) “Save ROI”: save ROI in history with a snapshot. e) “Save
BED”: save ROI and create a BED file. f) “Clear select”: delete current
selections. g) Distance method menu. h) ROI number displayed when its
snapshot is hovered. i) Augmented snapshot when hovered. j) Snapshot of
the whole structure; black sphere represents the hovered ROI’s position. k)
Snapshot of a saved ROI. l) Snapshot of a saved ROI plus BED file.

Visualization wall. This component hosts the tracks—re-
presented as bar charts—to take advantage of the way experts
normally visualize track data in tools such as Nucleome Browser.
These tracks encode the DNA position on the x-axis and the sig-
nal intensity on the y-axis. The right wall consequently displays
the tracks upon request. Users can also interactively modify the
model colors based on the signal value or brush the bars to select
the corresponding spheres, as we explain below.

3.3.4. Functions
We use two controllers for the interaction, the left one for reposi-
tioning the structure and interacting with the UI, and the right
one for the filtering and ROI selection tasks as we show in Fig. 6.
We designed this mapping since we expect the users to spend
more time on detailed filtering and ROI selection operations than
navigating through the menus.

Basic inspection. Users can explore the 3D scene by moving
in the physical space or moving the structure using the grip
button of the left controller. The UI also has buttons to restart

Fig. 6. Mapping from the controller’s buttons to functions. Controller
illustration from [46], used under cb CC BY 4.0 International license.

https://doi.org/10.1016/j.cag.2024.104059
https://creativecommons.org/licenses/by/4.0/


Special Section on VCBM 2024, DOI: 10.1016/j.cag.2024.104059 /Computers & Graphics (2024) 7

the initial state or to reset the session, deleting the saved ROIs
(Fig. 5). We facilitate a detailed exploration of the structure via
filtering and ROI selection procedures, as we explain next.

ROI selection. To facilitate the selection of regions of interest,
we provide a cutaway tool using a selection sphere, similar to
the filtering approach by Le Muzic et al. [25] for mesoscopic bi-
ological models. This conveys focus and context of our location
or the surrounding environment. This sphere is activated with
the trigger button on the right controller. In the scene, we display
a semi-transparent sphere centered on the ray coming from the
right controller. We can move it closer or farther away using the
touchpad on the controller. If we touch the bottom region, the
sphere moves along the ray towards the controller, whereas if
we touch the upper region, it moves away from the controller.

To prevent occlusion and clutter, we clip elements that are
located outside the sphere and between the sphere and the user.
For the remaining elements, we display them according to two
thresholds, namely the sphere radius and the distance limit. We
display the elements within the sphere in their original size.
Elements that exceed the established distance limit are depicted
as spheres devoid of any bonds. This technique preserves the
surrounding context when highlighting focus regions, which
may prove crucial for some tasks [32]. In this case our context
is the whole chromatin model. For the objects between those
thresholds, we calculate the width of the sphere and the bond
based on the distance, and we make both elements smaller as
they get farther away from the viewer. We show an example in
the center of Fig. 1 and in step 1 of Fig. 10.

Once we have identified a region of interest, we can confirm it
with the same trigger button, and the region within the selection
sphere is the only one displayed, as we show in Fig. 1. This
aspect is one of the components that addresses R3.

Detailed selection. With a selected ROI, we can proceed to
interact with the spheres (bins) in the model. We distinguish
between hovered spheres (black spheres), potential interesting
neighbors (red spheres), neighbors accessible for selection (red
spheres with arrows), and selected spheres (yellow spheres),
see Fig. 10. We explain these concepts later in this section.
We implemented an exploration method to facilitate navigation
between neighboring elements using the touchpad. The design
of the colored spheres and the exploration method with arrows
are based on the approach by Molina and Vázquez [33]. In
their user study, they found that users responded well to this
method of selecting small elements in scenes with occlusion
when working with proteins. In their case, they employed two
techniques based on arrows or colored rings. Here, we decided
to combine them, as explained later, to take advantage of the
benefits of both methods.

When we hover over a sphere with the right controller, we
display it in black, as well as potential interesting neighbors as
red spheres—those who meet the active distance criteria, which
we explain in the following section.

If we want to fix these black and red spheres to further explore,
we need to click on the correspondent hovered sphere. This way,
they will remain even if we move the controller around.

Furthermore, we display colored arrows over certain red
spheres, which indicate the neighbors that can be selected. The

arrows provide the necessary visual feedback to choose which
elements to select. The direction of the arrow corresponds to the
direction on the controller, and the color of the arrow ensures
that, even when we turn our heads or move the model, we can
identify the desired direction. It is based on the following steps:
• The algorithm scans the list of neighbors to find the up to

eight closest ones to the black sphere.
• To provide visual feedback, we project the candidates onto

a virtual plane that is perpendicular to the axis and extends
from the viewer to the center of the black sphere.
• We split the virtual plane into distinct sectors and assign the

spheres to the sector in which they land. If multiple spheres
project to a single sector, we keep the one closest to the camera.
This approach produces a set of up to eight candidate neigh-

bors with visual cues that indicate how to move to them. Users
can navigate through this set pushing the touchpad in the direc-
tion of the arrow. When a particular direction is indicated, the
arrow turns white, indicating its selection. One can confirm the
selection by pressing the grip button on the right controller at
that moment, and we turn the corresponding sphere yellow. To
select the center black sphere, it is possible to press the grip
button without specifying a direction. In steps 3–7 of Fig. 10 we
show the evolution of this process. Moreover, we equipped the
controller with a guide that enables us to observe the arrows and
the selected direction, as shown in steps 4–6 of Fig. 10.

Knowing spatially neighboring elements can help an expert
to understand the effects that occur on gene expression. For
instance, modifications in proteins can either inhibit or promote
expression, as we discussed with tracks. In addition, specific
DNA regions play a role in regulating nearby elements. For in-
stance, promoters are DNA sequences initiating RNA synthesis,
and enhancers activate promoters’ activity. Conversely, other
sequences such as silencers have the opposite effect.

Filtering. It is useful to allow domain experts to filter data
both in 3D space, based on distance, and the sequence. This
interaction completes the detailed selection required for R3. The
first one is spatial-based, defining a sphere and radius to explore
adjacent neighbors in space while discarding those close in the
sequence. This allows for focusing on complex 3D spatial inter-
actions between those elements, irrespective of the chromosome
2D organization. The second method enables the selection of
elements based on the sequence. This facilitates the focus on ele-
ments from the same chromosome, thereby providing visual cues
on how the sequence is organized in space. These approaches
are depicted in Fig. 7.

Space-based filtering: With this method, on the one hand,
we set a spatial limit, based on a sphere of the indicated radius,
and hide elements that are farther than this distance. On the
other hand, we have another limit in the sequence of the selected
element: we hide elements that are closer in sequence than the
indicated limit, both in front or behind.

Sequence-based filtering: In this case, we are only interested
in elements from the same chromosome as the selected sphere.
We can specify the number of bins preceding and following the
selected bin in the sequence, and display this range.

Saving ROIs, creating BED files. Although this was not
a requirement, we decided to incorporate the option to save
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Fig. 7. Representation of the effects of changing filtering approach (A to B)
and changing some parameters of each approach (1 to 2). A.1. Shows the
filtering of the neighborhood based on the space-based method. Elements
further away than 2 in the sequence and inside a sphere or radius 1 are
considered. A.2. Shows the effect of changing some parameters with this
method, in this case, we want to include all the bins in the same sequence.
B.1. Uses the same position as before, and filters the model using the
sequence-based method. It only considers elements in the same chromosome,
in this case, the two previous elements in the sequence and none after. B.2.
Shows the effect of changing some parameters with this method, in this case,
we want to include only the bins right before and after the selected one.
Appendix E provides an analogous representation of these variations as they
would appear in the application.

analysis states to facilitate the experts’ work by keeping a record
of the desired steps. We provide users with a means to store the
ROIs defined for a model and re-load them later, via the Save
ROI button in the control panel. For each saving action, we also
generate a representative image of the ROI in the history section
of the menu (Fig. 5). We decided to include a snapshot of the
ROI to facilitate subsequent identification when the user wishes
to return to that point later in the session.

Domain experts were also interested in getting selected data
transferred to their other desktop analysis tools using BED for-
mat [37], as described in R4. We implemented this method,
which can be accessed through the Save BED option in the con-
trol panel. Similarly, we generate a representative image with a
green border along with the BED file. These files store, in each
row, the chromosome number, initial position, final position, and
additional information. This additional information could, for
example, include any yellow spheres we might have, the cor-
responding lines in the BED file would include a third column
stating “selected”. An example can be seen in step 9 of Fig. 10.

The history section can also be inspected. If the user hovers
over one of the images in the history section, we display the
number of that ROI on the left and indicate the name of the
possible BED file, an enlarged image of that ROI, and an image
showing the position of that ROI in the structure with a black
sphere (Fig. 5). A click on one of the snapshots loads the saved
configuration, as a means to keep track of the current state and
to facilitate a certain degree of undo operations.

Tracks, selection, and color on model. The study of chro-
matin is often complemented with information from tracks: data
on epigenetic modifications along the sequence (e.g., methyla-
tion and acetylation), that influence gene expression. This infor-
mation is typically analyzed using 2D charts (i.e., bar charts) in

Fig. 8. We can hover over (up) or click (bottom) on the bars to interact with
the spheres.

Fig. 9. We can overlay track information over the 3D structure to commu-
nicate this information by changing the color with the value of each position.
We represent the highest value as a sphere with full color and a value of 0 in
white. We show bonds gray and thin to avoid distraction.

desktop applications. In our tool, users can activate the display of
these charts with information corresponding to the selected ROI
through the console. For our experiment we worked with sim-
ulated information of the tracks h3k4me1, h3k4me3, h3k4ac,
h3k27ac, and h3k27me3; for a specific region. In general, the
number of tracks of a chromosome can be in the order of hun-
dreds, but the ones we list are the most common scientists use,
and we thus fulfill the basic needs of R5. The ENCODE project
[7] provides such information for many models.

We display these charts on the left wall, and we can interact
with them to perform different tasks: Hovering over or clicking
on one of the bars has the same effect as doing it on the corre-
sponding sphere (Fig. 8). Coloring the model based on the value
of the track in each position, as required by R6 (Fig. 9).

3.3.5. Example of a Possible Workflow
In Fig. 10 we depict a potential study that could be conducted
using our application, from the selection of an ROI to the gener-
ation of a BED file.

4. User Study

To evaluate the feasibility and utility of our approach, we first
showcased it to one of the experts with whom we discussed the
requirements, who confirmed that the tool fulfills the original
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Fig. 10. Example of a possible workflow, from selecting an ROI to exporting a BED file. A sample of how these steps would appear in the application can be
found inAppendix E.

requirements and expectations. We then designed a user study
to test the applicability of the approach on additional domain
experts who did not have any previous experience with our tool.

4.1. Participants
For the study, we asked five unpaid experts to participate. The
first acted as a pilot tester for the study with all the defined
tasks, before we tested the remaining participants. P1 is working
toward a Ph.D. degree and has experience with chromatin for
less than five years. His expertise is in informatics, and he had
no previous experience with VR devices. Among the other four
experts (2 female), one is working toward a Master’s degree,
two of them are working toward a Ph.D. degree, and one already
holds a Ph.D. degree. Their experience with chromatin data
varied from less than five years to almost ten. All of them had
good or excellent vision and no color deficiency. Their expertise
was either in biology (2×), informatics (1×), or both (1×). All
of them had only briefly been exposed to or had no previous
experience with VR devices. They all use computers daily for
their work, and only two of them sometimes play video games.

4.2. Procedure
We conducted both the pilot study and the regular experiments
individually, based on the following procedure:
• Initial introduction: We provided the expert with the intro-

duction to the experiment, highlighting its objectives and the
significance of their participation.

• Explanation of tasks: We provided the expert with a general
introduction to the tool and the types of tasks to be completed.

• Consent questionnaire and demographic information: Basic
questionnaires were filled in to ensure informed and ethical
participation. More information can be found in Sect. 4.4.
• Video of application’s functions and tutorial: To provide the

experts with identical instructions, we initially presented a
video demonstrating the utilization of the application. After-
wards, they performed a step-by-step tutorial to familiarize
themselves with the interface.
• Tasks: Finally, we asked the expert to carry out specific tasks

within the application, utilizing the presented functionality.
We describe these tasks in Sect. 4.3 and Appendix A.
• Final questionnaire: The post-questionnaire aimed to gather

feedback on the overall user experience, the challenges faced,
and suggestions for improvement. We provide details on the
questionnaires and the results in Sect. 4.4. In addition, we
collected spoken comments made by the experts during the
sessions. We summarize relevant results in Sect. 4.5.
• End of the experiment: We thanked the participants for their

time and effort and concluded the session.

The whole experiment lasted ≈ one hour, only the pilot study
took ≈ 90 minutes since we discussed both the features and the
interactions in detail. The pilot study revealed the need to refine
the approach to the tutorial phase, as the controls were difficult
to learn. Thus, we extended the time to explore them. Another
change was that we asked the participants to follow a think-aloud
procedure so that we could better understand their thoughts.
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4.3. Tasks

During the experiment, we requested the experts to perform a
series of tasks that use the functionality of our tool, which we
detail in Appendix A. In summary, we asked the participants for
three types of tasks. The first type deals with the manipulation
of the structure in the 3D space. It aimed to test their ability to
orient themselves within the chromatin structure. The second
set of tasks was testing the ability to interact with the individual
parts of the chromatin fiber (e.g., their selection). The final set
of tasks checked the use of tracks.

4.4. Questionnaires and Interviews

As we noted, we administered two questionnaires during the ses-
sion, one for consent at the beginning and another for application
feedback at the end. In the first one, we asked about gender, vi-
sual acuity, color blindness, level of education, area of expertise
(such as Biology, Computer Science, or other), prior experience
with VR, frequency of using this technology, computer, and
video game usage, years of experience with chromatin, and their
consent with participating at the experiment.

We divided the second questionnaire into several parts, which
we detail in Appendix B. We asked participants to evaluate
different aspects of the application regarding the requested tasks.
Then, we asked them to evaluate, on a scale from 1 to 10, the
mental, temporal, and physical demand, performance, effort,
and frustration of the experiment. Finally, we asked the partici-
pants to provide us with an overall evaluation of the application,
ranging from 1 to 10, indicating their belief that the utilization
of this system or an enhanced version of it would enable them
to accomplish tasks that cannot be accomplished through any
other means. Furthermore, we asked them to specify the tasks
and their rationales for accomplishing them and to indicate any
supplementary features they would like to have, as well as their
willingness to employ the method in their workflow. They were
also able to provide any additional remarks they desired.

4.5. Insights

In addition to the questionnaire remarks, we also collected com-
ments they made during the demonstration sessions and the user
study, following the think aloud protocol. We thus realized that,
during those sessions, some participants found relevant insights
on the models, that demonstrated the potential utility of the tool.
Our reference domain expert, for instance, found a 3D region
where three chromosomes seemed to converge as a relevant point
that deserved further investigation. Another expert noticed that
VR allowed them to notice where some chromosomes were in
close proximity much faster than with other tools. This state-
ment is consistent with the demonstrated findings of both [18]
and [19], which verified the advantages of VR over desktop
applications in tasks requiring detailed spatial awareness.

In addition, our participants revealed several tasks that are
required for their workflows, which can be completed using our
tool, but cannot be reached with their current tools. These are:
• seeing multiple interactions because Hi-C matrices are only

based on pairwise interactions,
• multi-way contacts examination (more than two regions that

are in proximity),

• representation of the specific locus in three dimensions,
• identifying regions part of specific environments that are diffi-

cult to visualize in 2D, such as multi-way contacts,
• helping to picture the 3D structure of the genome in a way

that 2D methods simply cannot achieve,
• assessment tool to demonstrate hypotheses: when exploring

data in 2D, experts commonly assume a certain behavior that
could be proved by showing this in 3D, and
• provide a general view of the chromatin structure at the

genome-wide level: currently, there are no tools that allow
experts to have such a genome-wide perspective.
Through our conversations with the experts, we also gathered

a set of additional recommendations. Many of these suggestions
(details inAppendix D) relate to the UI and its additional features,
such as a help menu or a different position of the color legend.
Experts would also appreciate the integration of more context
information about the displayed structure and data captured by
different methods (ATAC, ChIP Seq, etc.). Several ideas, such
as the selection of bins above a certain threshold for each of the
tracks or seeing the color of two tracks at the same time, led to
further adjustments of our design decisions, which we plan to
incorporate in future extensions of the tool.

5. Discussion

We now discuss the results of the experiments and the answers
to the questionnaires, which we show in Appendix C.

The first notable comment is the fact that, despite the com-
plexity of the controls, especially with a very short training
phase, the experience of the participants was quite positive. All
the questions related to the interaction (Q1 through Q11) were
valued positively by most of the participants. This means that
they were confident in the use of the interactions and that the
features would suit their workflow (colored questions). Q6 was
an exception. This question refers to the selection of individual
elements. One participant stated that this option is unnecessary.
The other users, though, found it useful.

All participants were enthusiastic and unanimously found our
approach to be useful for their work. They verbalized several
encouraging comments, such as: “amazing experience, very fun
to use, and would love to see this more widespread” or “I liked
it a lot, and I believe it is very useful to have a genome-wide
perspective of what is happening in the nucleus.” We informed
the participants that we intended the tool to assist them in their
research workflow, and not as an educational tool. We asked
them whether they would incorporate it into their daily work,
and all of them responded positively. Nonetheless, they had
several constructive suggestions that we we had listed already in
the previous section.

Except for the drawbacks mentioned by the participants, we
are also aware of other limitations of the current version of our
system. The most important one is the learning curve. In its
current state, the learning process is longer than the time we
dedicated to this in the tutorial. Several participants mentioned
that the interface is too complex. For a more extended study,
users need to practice with the tool for a longer period than they
did for our experiment. This could be solved by compiling a
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more detailed tutorial and by adding several extra guided tasks
to the experiment.

Another possible limitation of the current state of the appli-
cation is that we work with a 100Kb resolution model, which
was deemed appropriate by all experts. If we wanted to display
the model with higher resolution or models with many more
elements, however, the render speed would need to be improved.

6. Conclusions and Future Work

In this paper, we presented our design study for the visualization
of chromatin data in a VR setup. Our approach, designed in
collaboration with domain experts, can complement their current
workflow with an extra inspection step that can be used as an ini-
tial exploratory task, but also for fast identification and selection
of regions of interest. Since we allow the users to export BED
files from the selected parts, the output can be seamlessly inte-
grated with other analysis tools such as the Nucleome Browser.
As noted by the experts in our user study, our VR approach
opens new ways for them to make use of data analysis, such
as the exploration of multi-way contacts or studying multiple
interactions within the chromatin fiber.

As such, our contribution is the exploration of the possibilities
of using an immersive approach to study chromatin data, and
the discussion of the different design choices we made. The
solutions we decided to implement were assessed by experts who
appreciated such tools in addition to their established desktop-
based toolkits.

Our current implementation also has some limitations. In
particular, in our current design, several functions are not ac-
cessible from the virtual environment and are executed from
the program’s console. We made this decision to maintain bet-
ter control over the conditions of this experiment due to the
numerous functions already handled by the user in the virtual
environment. However, in the future, we will consider adding
those directly to the control panel. This will require a careful
redesign of the interface, as the user cannot be overwhelmed by
the controls in the virtual environment. Moreover, our initial
distribution of functions in the controllers served us to verify the
usability and interest in the proposed functions. However, we
want to enhance the user experience redesigning it and extending
it to platforms with a single controller or a joystick instead of a
touchpad. Similarly, we have the goal to expand the track data
available to the user. Furthermore, one of the experts suggested
adding a value filter to the tracks so that the 3D inspection would
allow looking for neighboring elements with a specific range of
values, which could serve to identify regulators or target genes.
Currently, it is possible to load a specific region of the model
by entering the chromosome number, positions, and radius. In
the future, we want to add the option to load regions by entering
the names of genes, thus avoiding the step of searching for their
positions in a genome browser. Since this happens only once,
this is more suitable for console input, due to the limitations
of the textual input in VR. In our prototype, the optimization
of geometry processing has not been the primary focus of this
experiment. In the future we will explore new alternatives to
further improve this process. On the other hand, we also aim
to enhance the design of the virtual world and the mapping of

actions to make them more comfortable and functional for the
user. This will also involve the insights that we gained from
the experts in the experiment (see Sect. 4.5). Ultimately, we
believe that our tool will be able to aid the experts in their daily
workflow and give them additional insights that are cumbersome
or even impossible to get using the currently available solutions.
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Virtual reality inspection of chromatin 3D and 2D data
Appendix

In this appendix we provide additional material and details that we could not include in the main paper due to space limitations or
because it was not essential for explaining our approach.

Appendix A. Tasks

The tasks were divided into three types of use cases: 3D explo-
ration, model manipulation and generation of BED files, and
the use of tracks. Some of the steps in these tasks can be seen
represented in Figure A.11.

Regarding 3D exploration, the users had to solve the following
tasks.

• Move the structure.

• Restart position.

• Answer the question: With which chromosomes does chro-
mosome 1 adjoin?

The following model manipulation tasks were asked:

• Select the region where chromosomes 1, 13, and 15 adjoin.

• Hover over one sphere of chromosome 15 that has as its
neighbors those neighbors that have at least one sphere of
chromosome 1 and at least one sphere of chromosome 13.

• From here, select one sphere of each chromosome.

• Create a BED file for this ROI.

• Check the effect of decreasing two units of the distance in
sequence in the Space-based method.

• Change to Sequence-based method. Select one sphere in
chromosome 13. Check the effect of increasing one unit of
the distance in the before-sequence option and one in the
after-sequence option.

Finally, on the use of tracks, participants were asked to solve
the following problems:

• Check how we can load specific locations with the example
prepared.

• Check track information of this region.

• Color the model using h3k9ac data. Then with h3k4me3.
Reset colors.

• Select from the h3k27ac chart the position with maximum
value and two interesting neighbors.

Fig. A.11. Snapshots of some of the steps in the tasks. T1.1 and T1.2
show two possible views to check with which chromosomes chromosome 1
adjoins. T2. One sphere from chromosome 15, one of its possible interesting
neighbors from chromosome 1, and one from chromosome 13 selected. T3.1
Model colored using h3k9ac data. T3.2. Two interesting neighbors of the
position with maximum value in the h3k27ac chart selected.

Appendix B. Questionnaires

There were two questionnaires for the users. The first one was
for consent and demographic information about gender, visual
acuity, color blindness, level of education, area of expertise (such
as Biology, Computer Science, or other), prior experience with
VR, frequency of using this technology, computer, and video
game usage, years of experience with chromatin.

The second questionnaire was divided into several parts. One
part asked to evaluate the following features on the Likert scale
from 1 to 7 (7 meaning “Completely agree”). Each feature was
examined through several questions:
• For the 3D exploration and interaction:

Q1: The method allows me to better understand the structure
than using only 2D elements, such as heatmaps.

Q2: The method allows me to detect possible interactions
between chromosomes or areas in a simpler way than
using only 2D elements.

Q3: As a complement to my usual work methods, such as
2D charts, the method would facilitate my general un-
derstanding of the model.

• For the election of Regions of Interest (ROIs), selection of
positions, and creation of BED files:
Q4: The method allows the investigation of interesting ar-

eas that would have been more difficult to detect with
traditional methods, such as using only 2D data.

Q5: I would like to have this method as a complement to
understanding ROIs that I identify with traditional 2D

https://doi.org/10.1016/j.cag.2024.104059
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methods.
Q6: For me, it is practical to be able to select individual

positions using the arrows.
Q7: I would use it to select positions for further analysis.
Q8: This method would be useful to generate BED files to

use in other programs to continue the analysis.
• For the use of tracks:

Q9: It is important to be able to view tracks in this environ-
ment to perform the analysis.

Q10: I prefer the tracks in this method rather than only in
another program with the BED file that I have generated.

Q11: Seeing the model in 3D with the colors set based on
the selected track makes it easier to detect interesting
positions.

• For the whole application (questions start with “I think that”):
Easiness: The method enables me to do my analysis easily.
Comfort: The method is comfortable to use.
Learnability: It was easy to learn how to use this method.
Understandability: The method would quickly be under-

stood by most people.
Then, we asked them to evaluate on a scale from 1 to 10 (from

“Low” to “High”) the whole application:
• Mental Demand: How mentally demanding was the use of

this method?
• Physical Demand: How physically demanding was the use of

this method?
• Temporal Demand: How hurried or rushed was the pace of

the use of this method?
• Performance: How successful were you in accomplishing

what you were asked to do?
• Effort: How hard did you have to work to accomplish your

level of performance?
• Frustration: How insecure, discouraged, irritated, stressed,

and annoyed were you?
Finally, the users had to give an overall score from 1 to 10,

evaluating if the application would help them carry out a task
that they would not be able to perform with their traditional tools.
In addition, they were encouraged to suggest new features they
would like to add to the application or any other remarks they
considered.

Appendix C. Answers

In the next Table C.1, we can see the answers to the previously
explained questionnaires.

Appendix D. Suggestions

The discussion allowed us to get a set of suggestions to extend
or improve the tool. Some of these collected comments and
suggestions were:

• “It would be nice to be able to see the BED file in the virtual
environment.”

• “I would want the chromosome’s legend to be updated with
the ROI and only see the ones present.”

Features: Scale 1 to 7
Question E1 E2 E3 E4 Avg

3D exploration
Q1: understand 6 7 7 7 6.75
Q2: interactions 7 6 7 7 6.75
Q3: complement 6 6 6 6 6

ROIs, selection and BED
Q4: ROIs 6 6 7 6 6.25
Q5: complement 6 6 6 5 5.75
Q6: individual 1 5 7 6 4.75
Q7: would use 4 5 6 7 5.5
Q8: BED 6 5 6 7 6

Tracks
Q9: view tracks 6 7 7 7 6.75
Q10: tracks here 4 7 7 4 5.5
Q11: colors 6 6 7 6 6.25

General experience
Easiness 2 6 5 5 4.5
Comfort 2 5 6 6 4.75
Learnability 3 5 6 5 4.75
Understandability 2 5 7 7 5.25

Usage effort: Scale 1 to 10
Question E1 E2 E3 E4 Avg
Mental Demand 8 3 4 4 4.75
Physical Demand 8 1 3 1 3.25
Temporal De-
mand

4 1 3 5 3.25

Performance 7 8 8 8 7.75
Effort 8 2 2 8 5
Frustration 3 2 1 1 1.25

Overall questions
Question E1 E2 E3 E4 Avg
Overall score 6 10 8 9 8.25
Would use Y Y Y Y Y

Table C.1. Table with final questionnaire answers from the 4 experts and
average. Questions in color are phrased as “Would you use. . .,” so they refer
to the application of a particular feature in the context of each expert’s
typical workflow.

• “There should be a way to hide or show chromosomes from
the legend.”

• “I miss data about the model in the virtual environment,
such as the resolution.”

• “I would like to have the color legend in a place where it
cannot be covered by the molecule.”

• “More context info (chr start end in base pairs) in the 3D
layout or in the virtual environment.”

• “A little help menu that could pop up to remind you of what
the buttons do on both hands.”

• “It could be interesting to be able to see the color of 2 tracks
at the same time.”

https://doi.org/10.1016/j.cag.2024.104059
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• “I would definitely include genes within the selected regions.
This will be super useful to see the genes that are in close
proximity with other genes.”

• “I would include ATAC profiles indicating chromatin acces-
sibility with the tracks.”

• “If we are able to integrate all the data from a desired
experiment (ChIP, ATAC, genes, and Hi-C modeling) it
will be super useful to have all the information in there.”

• “It would be great if we could select the bins that are above a
certain threshold for each of the tracks, in order to filter the
regions out of our interest and for instance keep the tracks
with high H3K27ac, which correspond to active enhancers.
And then if we have the genes that are in close spatial
proximity to this high H3K27ac regions, we can identify
regulators or target genes.”

Appendix E. Snapshots from the Application

Below, we present how some of the described scenarios would
appear within the application.

In Fig. E.12 we show how changing the filtering modes and
their parameters would be seen in the application.

Fig. E.12. Effects of changing filtering approach (A to B) and changing some
parameters of each approach (1 to 2) as seen in the application. A.1. Shows
the filtering of the neighborhood based on the space-based method. A.2.
Shows the effect of changing some parameters with this method, in this case,
we want to include all the bins in the same sequence. B.1. Uses the same
position as before, and filters the model using the sequence-based method.
B.2. Shows the effect of changing some parameters with this method, in this
case, we want to include the three following bins in the same sequence.

In Fig. E.13 we show how some usual steps during an analysis,
see Fig. 10, would be seen.

Figure Images License/Copyright

We as authors state that all of our figures in this appendix are and
remain under our own personal copyright, with the permission
to be used here. We also made them available under the Cre-
ative Commons Attribution 4.0 International (cb CC BY 4.0)
license by sharing them at osf.io/pxjnq.

Fig. E.13. Examples of some steps from Fig. 10, as they would appear
within the application. A. shows step 1. B. shows steps 3-7. C. shows how
the arrows are shown also on the controller.
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