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Abstract The chapter surveys the different approaches investigated to interact with
scientific visualizations on large surfaces such as tables and walls. The chapter
particularly does not focus on VR-based interaction or tangible input but on those
interaction techniques where the input is provided on the surface itself or where it is
focused on the surface. In particular, tactile interaction techniques are covered and
the challenges of gestural input as well as of combining touch input with stereoscopic
rendering are discussed. Where possible, connections to collaborative interaction
scenarios are pointed out, even though most publications to date focus on single-user
interaction.

1 Introduction

Scientific visualization of data which has an implicit mapping to the 3D Euclidean
space has traditionally been a domain for which interaction plays an important
role. For example, the interactive exploration of 3D medical data, physical or astro-
physical simulations, or models from structural biology has always been important
as soon as the underlying graphics hardware had become powerful enough to sup-
port such interactive exploration. Initially, this interaction typically concentrated on
navigation of 3D environments or the manipulation (translation, rotation, scaling)
of parts of the visualization. Recently, however, researchers have started to focus on
more flexible interaction techniques that facilitate advanced exploration of scientific
datasets [51]. A large part of this work has explored surface-based interaction in
which (one of) the data display(s) also serves as the main space where input is
provided by the interacting person or people—a topic that has received an increasing
amount of attention in the recent years for visualization in general [38, 39] and
specifically for the exploration of 3D data [52].
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Naturally, the use of interactive surfaces inherently supports the collaboration
of people, in contrast to the single-person input of traditional interaction settings
based on mouse, keyboard, or dedicated 3D input devices. While collaborative
interaction is the core topic of this book, in 3D data visualization has the additional
constraint that the data domain typically needs to use a single, linear mapping to a
shared display surface so that a navigation of the 3D data representation, at least,
can only be done by one person at a time. In this chapter we thus focus on single-
user interaction techniques and point out the few approaches that have explored
collaborative scenarios.

In addition, we focus on those interaction techniques that use the 2D input pro-
vided on interactive surfaces for interaction, but mention some special approaches
that use both 2D input and immersive displays in our discussion. While there have
been approaches for other forms of input, for example, through wands, gloves, or
3D tracking for use in immersive VR environments [26, 28, 57] as well as fully
tangible interaction (e. g., [58]), our focus on directly capturing the input on an inter-
active surface has several advantages. First, the provided input is direct as the input
location can directly correspond to a displayed data element, in contrast to wands
and remote pointing devices as well as passive tangible props. Second, input on
interactive surfaces does not require elaborate additional hardware (as for gloves) or
3D tracking setups (as in VR and tangible interaction), making the management and
use of such data exploration systems easier and less expensive. Third, the properties
and advantages of tactile interaction known from other forms of interaction [17]
similarly apply, such as improved performance of tactile input [54], the support of
awareness of collaborators [37], somesthetic information and feedback [67], and
improved performance on physically large displays [77]. Moreover, recently it has
been shown that certain interaction techniques such as based on tactile input on large
displays can serve as a communication channel when presenting visualizations to an
audience [76].

In the remainder of this chapter we first discuss the issue of the difference between
the data space on the one side and input and output spaces on the other side. Next,
we review basic interaction techniques for surface-based interaction with 3D data.
Then we introduce a number of design studies for data exploration systems from
various domains, before we conclude the chapter with a summary.1

2 Data Space vs. Input and Output Spaces

The restriction to (typically planar) 2D input spaces for the control or exploration of
3D data spaces brings with it an important mapping problem: the need for mapping
from the 2D input space to the 3D data space. In addition to this mapping, the normal
visualization mappings, of course, also take place. In contrast to the mappings

1 It is difficult to understand interaction techniques by simply reading about them or seeing traditional
figures with snapshots. We thus hyperlink to videos of the discussed techniques where possible
from the figures in the electronic version of the chapter to better illustrate the techniques.
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Fig. 1 Surface-based 2D interaction with 3D data: a mental mapping from the input and the projected
visualization to the 3D data space is required. Image © Tobias Isenberg, used by permission.

needed for the visualization of abstract, non-spatial data [18], for the visualization of
spatial 3D data we already have an implicit mapping so that most mappings in the
visualization pipeline concern data filtering, the assignment of abstract aspects to
visual variables, and 3D projection and rendering (e. g., [79, Section 4.1]). Essential
for interactive visualization in general and our specific case of 2D surface-based
input, however, is that we also need to take the physical presentation of the generated
visualization [47] into account.

2.1 2D Projected Viewing of 3D Data Visualizations

Unlike in immersive VR settings, much 3D visualization relies on the rendered
visualization being projected to 2D and displayed on a “normal” screen. Typically,
this screen is the display on which input is captured. In this case the input is co-
located to the visual representation of the output, and the same mental mapping
from visualization space to data space and vice versa can also be applied to the
provided input (Fig. 1). In that sense the input is as direct as possible as the user never
encounters a visual representation that has the same dimensionality as the data. If the
input “display” is separate from the display that shows the projected visualization,
then we have a situation similar to touch pad interaction or the use of digitizer tablets
where, while the dimensionality of the displayed visualization and the provided input
is the same, a mental mapping from input space to output space and from that to the
data space is necessary, which makes this indirect interaction more difficult.
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2.2 3D Stereoscopic Viewing of 3D Data Visualizations

In contrast to a projected display of the visualization one may also want to take
advantage of the better depth perception and the resulting increased feeling of im-
mersion of a stereoscopic presentation of the visualization. The use of surface-based
input in such immersive virtual reality environments, however, presents additional
challenges [82]. Here, the dimensionality of the presented visualization is the same
as that of the data—the data is perceived at the same location as that of the data
(with the exception of 3D manipulations of the visual representations that can also
be understood as manipulations that are applied to the data itself).

The input, however, still is provided on a 2D surface to take advantage of the
benefits mentioned above. This means that only in rare cases is the input actually
performed where the user perceives the data to be manipulated. Moreover, it has been
show that such tactile (or pen-based) interaction suffers from the parallax between
the two images that are shown for both of the eyes [13, 14, 24, 82, 83]. In addition,
touch-through [19, 78, 81] and invisible wall problems make such an interaction
setup problematic. Only in situations when the element to be accessed by the surface-
based input is at a close distance to input screen do users perceive their input to
directly control the manipulated elements [83].

Some solutions exist to address these problems, yet none are ideal. For example,
Schmalstieg et al. [69] suggested to use transparent props, yet these are static and
would not work well with 3D data space manipulations and time-dependent data.
Hachet et al. [31] separated the touch surface from the stereoscopic display in their
Toucheo system, but thus significantly restricted the space in which people can
interact. Jackson et al. [45] use the touch surface of a table interface as the interaction
reference frame on which widgets are placed, and input is provided not only through
tactile sensing but also through over-the-surface means supported by 3D tracking (see
Section 3.1 for a more detailed description of this technique). Butkiewicz and Ware
[15, 16], finally, used a very specific setup that relies on a tilted setup, shallow-depth
data, and a single “natural” interaction surface (see the more detailed description of
this setup in Section 4).

In addition to these hardware solutions, also some software-based interaction
designs were proposed to alleviate the parallax problem. For example, Valkov et al.
[81] suggested to move objects toward the touch surface as a user reaches out to
them. Giesler et al. [30] used “void shadows” that connect the objects behind a touch
surface with it and which serve as interaction proxies. These interaction designs,
however, may cause problems in a visualization environment as the data display
itself should not be obscured and often no dedicated objects exist. As an alternative,
people thus also examined hybrid settings that separate the stereoscopic display from
the input surface as discussed next.
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Fig. 2 Static mapping between input surface and stereoscopic data display in Coffey et al.’s [21, 22]
Slice WIM setup. Image courtesy of and © Daniel F. Keefe, used by permission.

2.3 Hybrid View Settings for 3D Data Visualization

In normal PC-based settings we are quite used to having the surface that displays the
data or object with which we interact (i. e., the computer screen) to be different from
the surface on which we provide input (i. e., the table on which the keyboard and
mouse are located). Humans are able to deal with such separation and are ready to
make a mental mapping from one surface to the other if the mapping only contains
translations [8, 10, 85] and simple rotations [1, 2, 25], also in immersive environ-
ments [84]. The same concept has also been used for the surface-based interaction
with stereoscopic displays. For example, Coffey et al. [20, 21, 22] use a vertical
display to show the stereoscopic content of a visualization, while capturing tactile
input on a horizontal surface (see Fig. 2). Both surfaces are physically connected
perpendicularly, and are visually connected to each through a stereoscopic world-in-
miniature (WIM) display of the data as well as shadows that this WIM casts on the
tactile input surface. Similar static hybrid setups at interactive 3D visualization have
been used by Bogorin et al. [11] and Novotný et al. [64].

In addition to such static setups, modern smart phones and tablet computers also
facilitate interaction styles where the input is provided on a mobile surface [72], while
the data is still visualized stereoscopically. This scenario, however, poses additional
challenges as the mapping from the input provided and data displayed on the mobile
surface to the stationary (and typically large) stereoscopic surface constantly changes
as the interacting person is moving around. López et al. [60] recently analyzed

https://youtu.be/ZblBY3jQA4s


6 Tobias Isenberg

Fig. 3 Stereoscopic data exploration with mobile control. Image from [60], © IEEE, used by
permission.

the interaction modes in this situation (e. g., Fig. 3). In particular, they described
the mapping issues between the different frames of reference that arise when the
interacting person moves beyond a small distance around their initial position—due
to the issues humans have with such mappings if more than simple translations and a
single rotation is involved as described above. Based on this analysis they suggested
an data exploration workflow that allows users to move in the physical space and
transition between the different interaction modes, synchronizing the two views when
the reference frames can no longer be easily mentally integrated.

3 Basic Interaction Techniques

Based on these viewing and interaction settings we can now turn to the specific
interaction techniques used for surface-based 3D data exploration and analysis. In
doing this, we concentrate on those techniques that use planar, monoscopic 2D
surfaces as input spaces because most of the special cases mentioned in Section 2.2
do not play a role in 3D visualization applications so far. In this chapter we first
describe basing interaction techniques that are common to many of not most 3D
visualization applications, in particular those for 3D navigation and for data selection.
Next, in Section 4, we then discuss a number of systems and design studies that
combine several interaction techniques for a more comprehensive interaction with
and exploration of data.

https://youtu.be/jBtHgTYpJl0
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Fig. 4 Interaction sequence from the control of the orientation and location of a map orientation in
3D space using 3D-RST [66]. Images courtesy of and © Jason L. Reisman, Philip L. Davidson, and
Jefferson Y. Han, used by permission.

3.1 Data Navigation

Navigation techniques for 3D environments have been investigated for a long time
[12, 36]. Also surface-based 3D interaction techniques are not only a domain of
visualization [46]. Here we mention a number of techniques that are, in principle
applicable to interactive 3D visualization, even if the techniques were not initially
designed with this application in mind. However, in general 3D interaction the focus
often is placed on the manipulation of individual 3D objects within a larger space,
such as moving furniture items around in a virtual environment that shows a new
interior design. In 3D visualization, however, we rarely manipulate individual objects
but rather navigate in the 3D data space to look at specific aspects of the data more
closely. Nevertheless, many generic surface-based 3D navigation techniques can be
used in visualization by using them to affect the “data space” of the visualization.2

One of these interaction techniques for general 3D shapes is the 3D-RST approach
by Reisman et al. [66] that is inspired by the common two-finger pinching interaction.
RST stands for rotation, scaling, and translation and, in the 2D case, allows users
to perform these transformations for 2D shapes in their native 2D space [35]. This
interaction relies on the principle that the interaction points are “sticky” [33, 66],
i. e., that they stay connected to the same location on the manipulated object for the

2 In interactive 3D visualization there may indeed be some dedicated objects to be moved such
as cutting planes and particle sources. Nevertheless, for such objects often dedicated interaction
techniques are used as explained in the remainder of the chapter.

https://vimeo.com/39892336
https://vimeo.com/39892336
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Fig. 5 Illustration of the interaction with the tBox [23] which is shown overlaid on a 3D object.
Image courtesy of and © Martin Hachet, used by permission.

entire interaction. Reisman et al.’s [66] 3D-RST3 extends this general principle to
the reorientation and translation of 3D shapes, using the 2D screen-space locations
of multiple interaction points to constrain the mapping. Of course, this mapping is
easily either under-constrained or over-constrained:

• one to two fingers provide only ≤ 4 DOF, while 6 DOF are needed to specify the
location and orientation of a 3D shape, while

• four or more fingers provide ≥ 8 DOF for the same necessary 6 DOF.

Reisman et al. solve this problem in screen-space using an energy minimization
approach the find the best possible mapping despite the possibly under- or over-
constrained input (Fig. 4). They demonstrate how their technique can be applied to
many types of surfaces including terrain renderings, and it is not difficult to envision
to apply the same technique to other planar elements in visualization applications
such as cutting planes.

An alternative interaction mapping was designed by Liu et al. [59] who integrate
both the 4DOF x-/y-/z-translation plus z-rotation with the 2DOF x-/y-rotation. Users
can seamlessly switch between these two modalities by either moving both fingers at
the same time or by leaving one finger static on the tactile surface. Similar to Reisman
et al.’s [66] approach, this technique allows Liu et al. [59] to facilitate flexible and
fluid interactions with 3D shapes.

While Reisman et al.’s [66] 3D-RST and Liu et al.’s [59] two-finger technique
facilitate a flexible and fluid type of interaction, it always affects all 6 DOF (for

3 3D-RST is a somewhat inappropriate name as Reisman et al.’s [66] technique is constrained to
translations and rotations. The scale always remains constant with this technique. In fact, a technique
that is entirely based on “sticky” contact control cannot affect both z-distance and object scale at the
same time, the two properties are visually ambiguous (see also Hancock et al.’s [33] “Sticky Tools”
interaction mapping and its application to Sandtray therapy [34]).

https://youtu.be/TbGNWPN2jq8
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Fig. 6 Widget-based 3D navigation using FI3D, using different mappings on the man data view
and on the FI3D frame. Image from [90], © IEEE, used by permission.

Reisman et al.’s [66] technique) or 2 DOF resp. 4 DOF (for Liu et al.’s [59] approach)
of the output simultaneously. In visualization applications, however, it is often
necessary to single out specific DOF for the interaction to be able to constrain which
aspects of a visualization are affected.

To address this problem, Au et al. [6] describe a set of gestures to single out
specific DOFs to control individually. One problem with such a gestural approach is
that the gesture set has to be learned and is not easily discoverable. Cohe et al. [23]
describe a similar constrained interaction with their tBox technique (Fig. 5) for up to
9 DOF control. This widget-based approach shows a box-shaped interaction widget
overlaid on the rendering, whose orientation is tied to that of the shown 3D scene or
object. Manipulations can now been applied based on where on the widget input is
provided. For example, single inputs on the cube’s sides provide single-axis rotations,
while single inputs on a cube edge start translations along the axis parallel to the
edge. Uniform scaling is possible using pinching on a cube side, non-uniform scaling
by pinching on two opposite cube edges. These interactions allow users to constrain
their manipulations to only single-DOF control, and studies [60] indicate that the
tBox provides people with an increased feeling of precision for the 3D interaction.

While such precise control is essential, a flexible and fluid 3D navigation may
also be important. Unfortunately, Reisman et al.’s [66] 3D-RST which provides such
flexibility only facilitates 6 DOF control. So Yu et al. [90] conceived FI3D (Fig. 6), a
widget-based 3D navigation approach that allows researchers to control up to 7 DOF
(3D rotations, 3D translations, and uniform scaling). The approach is based on a
widget placed around a central data display, with which controls the interaction mode
based on the location of where an input startrs as well as its direction. In the the
center, Yu et al. map x/y-translation as well as 2D RST manipulation. Interactions

https://youtu.be/UxknnsutM0c
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(a) Rotation-centered navigation mapping. (b) Bimanual cutting plane manipulation.

Fig. 7 Aspects of the FI3D-based interaction mapping can and should depend on the data. For data
that does not require much zooming, the main interaction is trackball rotation and is thus used for
the one-finger mapping, while x/y-translation is accessed from the FI3D frame (a). In addition,
dedicated interaction techniques such as cutting plane manipulation are supported (b). Images from
[90], © IEEE, used by permission.

started in the frame, initially moving along it start rotations around the z-axis, while
interactions from the frame initially into the central data view start trackball rotations.
Separate regions are used for uniform scaling and z-translations, and bi-manual
techniques allow users to constrain their rotation input also to the x- and y-axis as
well as allow to provide different 2D rotation centers.

Yu et al. [90] also mention that the specific mappings should depend on the data
being shown. Their initial mapping works well for data such as astro-physical particle
simulations that does not have an inherent center point and that require a lot of scale
changes to explore different aspects—in such cases translations are more important
than rotations and, hence, are mapped to one-point input in the central view. Other
types of data such as brain scans, however, may have an inherent center and may not
require much scaling—in such cases rotations are more important than translations.
Yu et al. thus also demonstrate that the two mappings can be flipped (Fig. 7(a)), and
that additional functions such as cutting plane manipulations and fibertract selection
can be realized using bimanual interaction (Fig. 7(b)).

In addition to these generic navigation techniques, some techniques with domain-
specific constraints have also been created. In the context of visualization, two should
be mentioned at this point. The first one specifically supports the navigation of 3D
astronomical datasets such as models of the solar system, its local neighborhood,
the Milky Way, and the spatial arrangement of multiple galaxies. Such a setup has
two major constraints: it (a) primarily requires rotations (as opposed to translations)
and it (b) requires scaling across multiple orders of magnitude. For this purpose, Fu
et al. [29] provide a set of interaction techniques that combine spherical navigation
based on a trackball metaphor as well as their unique “powers-of-ten-ladder” for
multi-scale navigation (Fig. 8). The latter is invoked with two fingers touching the
interaction surface in a vertical arrangement, and then a second hand can intiate scale
navigation, either initiating small-scale changes (Fig. 8(b)) or large-scale changes
(Fig. 8(c))—depending on the distance of the input to the basis of the widget.

Another domain-specific tactile surface-based navigation technique was intro-
duced by Sultanum et al. [75] for the exploration of geological outcrops. Such 3D

https://youtu.be/UxknnsutM0c
https://youtu.be/UxknnsutM0c
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(a) Invocation. (b) Small-scale control. (c) Large-scale control.

Fig. 8 Powers-of-10-Ladder [29]. Depending on where input is provided with respect to the basis
of the interaction widget, either (b) small-scale or (c) large-scale changes to the zoom level are
being introduced. Images courtesy of and © Chi-Wing Fu, used by permission.

datasets are captured, for example, by LiDAR scans and reveal information on ge-
ological layers as part of geological surveys. To provide 3D navigation with such
outcrops, Sultanum et al. facilitate a first-person fly-by navigation strategy by defin-
ing a separate navigation surface to which the camera is constrained. The scientist can
then explore the dataset though tactile interaction gestures, controlling the remaining
camera parameters such as panning its x-/y-location, zooming, and tilting.

While all previous techniques restrict themselves to controlling the 3D scene
or objects solely based on 2D input captured on the tactile furface, Jackson et al.
[45] augment this 2D input with additional information based on the posture of
the interacting hands (Fig. 9). Their “nailing down multi-touch” set of interaction
techniques thus allows users to tilt, bend, or twist objects or datasets within the
3D space, supported by a stereoscopic data display. As they specifically treat the
interaction surface as the location where the interaction control widgets are placed
(as can be seen in Fig. 9), this interaction style does not cause many problems despite
the previously discussed issues of tactile interaction with stereoscopically displayed
scenes (Section 2.2).

In addition to the navigation techniques we discussed so far, several other 3D
interaction techniques for surface-based 3D navigation have been designed (see, e. g.,
[12, 36, 46]). Most of them, however, rely on the manipulation of individual 3D
objects within the 3D space in a way that is not very well suitable for 3D interaction
with data visualizations [40].

3.2 Data Picking and Data Selection

In addition to 3D navigation, a second interaction technique that is essential for the
exploration of 3D data visualizations is the selection of sub-elements of the depicted
datasets. While selection techniques for 2D [87] and 3D [4, 5, 7] environments have

https://youtu.be/5J9gqHF2f7c
https://youtu.be/5J9gqHF2f7c
https://youtu.be/5J9gqHF2f7c
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Fig. 9 Nailing down multi-touch interaction [45] for providing additional tilting, bending, or
twisting of the 3D data. Image courtesy of and © Daniel F. Keefe, used by permission.

long been studied, the picking or selection within 3D datasets is not as straight-
forward as one may think. A first challenge lies in the problem that either no explicit
objects make up the dataset (for example, in sampled data of a continuous domain
such as volumetric datasets) or that the explicit data objects are too small or narrow
to be easily captured by traditional picking or selection techniques (such as in point-
based line-based datasets). A second issue arises from the fact that interaction can
only be recorded on the two-dimensional input surface, so this input is not able to
fully constrain the intended three-dimensional selection.

The ultimate challenge in 3D data selection is thus to effectively and intuitively
specify that sub-space of the dataset that contains the elements to be further processed.
While data filtering is one approach to arrive at such selections sub-spaces, the
characteristics of the intended selections may not be known ahead of time or there
may not even be data aspects that would allow such an effective filtering during
exploratory data analysis. Below we review a number of spatial input techniques that
specify intended selections based on spatial input. While none of the techniques we
review in this section were specifically created for the application to surface-based
interaction, they all work particularly in surface-based interaction contexts due to
their spatial input character and direct manipulation paradigms they support: spatial
selection input can thus be directly specified with respect to the displayed data.

A fundamental interaction technique in this context is picking. While the picking
of individual objects is simple using ray-pointing and similar techniques, picking in
continuous data such as medical volume scans or physical simulations is far from
straight-forward. For this purpose Wiebel et al. [86] created their What You See Is
What You Pick interaction technique (Fig. 10), a structure- and view-aware picking
approach that takes the data along the picking ray as well as the transfer function into

https://youtu.be/9lnHTuo8LzU
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Fig. 10 What you see is what you pick interaction [86]. Once a location is picked in the projected
view of a volumetric visualization (left), its 3D location is deducted and a cutting plane can be placed
accordingly, facilitating the exploration of this cutting plane in the context of the volume rendering
(center) or by itself (right). Image courtesy of and © Alexander Wiebel, used by permission.

account. Specifically, they extract the section along the ray that constitutes the larges
jump in accumulated opacity, corresponding to the feature that is visually dominant
at the picked 2D position. For this section they then select either its front or center,
depending on the user’s preference.

While this structure- and view-aware picking technique can only yield a single
3D position within the 3D data, it is sometimes also necessary to select a whole 3D
subspace, such as to be able to do carry out a specific data analysis of visually inter-
esting features. For this purpose several structure- and view-aware spatial selection
techniques have been created. Based on the initial work by Owada et al. [65], Yu
et al. [88] introduced their CloudLasso that bases the selection on an interactively
drawn 2D selection lasso and the analysis of a scalar value such as density based on
which a selection volume is extrapolated (Fig. 11 shows the use of the CloudLasso
selection in a surface-based interaction context).

Structure-aware and view-dependent selection techniques such as CloudLasso,
however, have the disadvantage that they (a) select everything along the line where
the chosen scalar threshold is surpassed, which can lead to multiple selected but
unconnected components. Moreover, they (b) do not the shape of drawn lasso itself
into account other than to use it as a 2D cut-off constraint for the 3D selection. To
address bot issues, Yu et al. [89] extended their initial approach an described the
CAST family of context-aware selection techniques (Fig. 12). In particular, they
describe SpaceCAST (Fig. 12(a)), that works similar to CloudLasso but selects that
connected component whose outline is most similar to the drawn lasso. Next, they
created TraceCast (Fig. 12(b)) that relaxes the constraint that the lasso cuts off the
selection with respect to the 2D view, facilitating the easy selection of complex
structures. Finally, they describe PointCAST (Fig. 12(c)) which only requires a point
as an input to facilitate the selection of small clusters. An alternative is to pick that
cluster from the selection that has the largest 2D projection [70] but this approach
does not take the actual shape of the selection lasso into account.

The approaches discussed so far work well for point-based or scalar 3D data
(i. e., particle clouds and volumetric data), but other 3D data types require different
approaches. In particular, line based data such as streamlines and similar or fiber

https://youtu.be/_CFPB5Tvfl4
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Fig. 11 Bimanual CloudLasso selection within an astronomical particle dataset. Image from [88],
© IEEE, used by permission.

(a) SpaceCAST selection. (b) TraceCast selection. (c) PointCAST selection.

Fig. 12 CAST selection for 3D particle data which can be used in a similar surface-based environ-
ment as shown in Fig. 11. Image from [89], © IEEE, used by permission.

tracts are too long for it to be possible to effectively select subsets with a volume-
based technique. While it is possible to use dedicated input hardware for a spatial
selection of line-based data (e. g., [43, 44, 53]), solely surface-based spatial selection
techniques are less common and we are only aware of two approaches. Akers’ [3]
fibertract selection uses the shape of a drawn selection mark to guide the selection
of 3D neurologic pathways in a structure-aware fashion, while Coffey et al.’s [22]
Slice WIM widget facilitates the selection of flowline bundles by drawing a selection
lasso on a plane that was previously placed roughly perpendicular to the flow. Tong
et al.’s [80] interaction techniques, in contrast, are not used for streamline selection
but allow users to specify spatial lenses though tactile input that then reveal hidden
parts of a streamline dataset.

https://youtu.be/xqUkXol6oX8
https://youtu.be/UQ-jSn3t-_k
https://youtu.be/UQ-jSn3t-_k
https://youtu.be/UQ-jSn3t-_k
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3.3 Summary

The discussed basic navigation and selection techniques demonstrate that 3D naviga-
tion and selection can effectively be carried out also in a surface-based interaction
context. While other interaction mappings for these data exploration tasks will cer-
tainly be explored in the future, the existing ones already provide a good selection
for the practical implementation of surface-based visualization tools. In the survey
we intentionally did not cover, however, techniques for the manipulation of 3D data
elements because data visualization of scanned or simulated data typically does not
require the manipulation of the data, but focuses on the exploration of the data. Yet,
many additional interaction tasks for data exploration also have to be supported [52]
such as particle seeding at 3D locations, cutting plane manipulation, path planning,
data value probing, and visualization parameter adjustment. Some of these have
already been explored for surface-based interaction settings, such as the visual ex-
ploration of different settings for volume rendering transfer functions [50]. Most
of them, however, have been explored within the context of a specific application
domain or design study. We thus review several of such existing surface-based 3D
data visualization systems4 next.

4 Systems and Design Studies

Surface-based data exploration systems have been created for a variety of target
audiences including museum visitors [32], scientific researchers in domains such as
fluid mechanics and oceanography, medical doctors and researchers, and exploration
geologists. As we focus in this chapter on the interaction techniques, we loosely
group them by similar interaction characteristics, rather than chronologically, by the
mentioned application domains, or intended target audiences.

Marton et al. [62] describe IsoCam (Fig. 13), a touch-based system for the ex-
ploration of 3D scans of archeological artifacts in a museum context. As the target
audience for this interactive system is almost exclusively untrained in 3D navigation,
they use a constrained navigation that provides a robust exploration of large 3D
virtual reconstructions. They use an indirect navigation approach [56, 63]: gestural
input on the touch surface is mapped to changes in the visualization that is shown
on a remote screen. Specifically, they provide 2D navigation along an iso-surface
of the distance field of the depicted objects (related to Sultanum et al.’s [75] work),
zooming to change the distance to the object (i. e., the iso-value), and twisting to
change the camera orientation. In addition, additional information can be accessed
about the objects on demand. The interesting aspects about this interaction system is
that it was deployed into the real world, with a non-expert target audience. The way

4 The classification into interaction technique and interactive system is not always crystal clear—we
used our best judgment to differentiate between the two groups.
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Fig. 13 IsoCam interaction with massive cultural heritage models [62] at the Digital Mont’e Prama
installation by CRS4 Visual Computing at the National Archaeological Museum of Cagliari, Italy.
Image courtesy of and © Alberto Jaspe Villanueva, used by permission.

(a) General setup and tactile input. (b) Tangible input. (c) Hybrid tactile/tangible input.

Fig. 14 Song et al.’s [71] system that combines tactile and tangible interaction on for surface-based
medical visualization. Images courtesy of and © Peng Song, Wooi Boon Goh, and Chi-Wing Fu,
used by permission.

Marton et al. thus constrained the degrees of freedom for navigation can thus be an
inspiration for future interactive systems “for the masses.”

Song et al. [71] combine a large monoscopic touch wall with a mobile secondary
touch and orientation input device for the visualization of volumetric data (Fig. 14).
They explore a combination of direct interaction on the large surface with manipula-
tions of a cutting plane by means of the mobile device. They explore a number of
combinations of tangible and tactile interaction techniques on the remote device to en-
able users to translate, reorient, zoom, and annotate the remotely shown visualization.
The interesting aspect of this design study is the combination of tangible interaction
with tactile input to create a larger interaction vocabulary including constrained

https://youtu.be/X4pj8mDWDeU
https://youtu.be/Hn82vOZXGBw
https://youtu.be/Hn82vOZXGBw
https://youtu.be/Hn82vOZXGBw
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(a) Single-user interaction. (b) Collaborative setting.

Fig. 15 Design study of a surface-based system for the exploration of fluid flow simulations [55].
Image (a) from [52], © IEEE, used by permission. Image (b) from [55], © Eurographics Association,
used by permission.

interactions and alternative mappings for the same interaction. The interaction with
the large display then facilitates the interaction with the data space itself, similar to
some of those described in Section 3.1. A small user study conducted by Song et
al. suggests that their hybrid interaction can outperform a PC-based interface with
equivalent controls with respect to interaction time.

Klein et al. [55], instead, concentrate on capturing input only on a single large
display, but design their system for the exploration of fluid simulations to provide
similar interaction techniques (Fig. 15): the navigation of the overall dataset, cutting
plane manipulation, data value probing, particle seeding, visualization parameter-
ization, and temporal exploration. Their interaction design is largely based on the
FI3D widget [90] but adds additional interaction mappings for manipulating the other
mention elements, typically in a widget-based bimanual fashion. The interesting
aspect of this system is its dual use of the cutting plane: it is not only used in the
normal sense to cut of parts of the volumetric visualization but also is shown in an
unprojected and undistorted way to provide a 2D input space to specify locations or
regions for seed point placement. Moreover, the systems was designed to allow up
to two people to interact at the same time due to the split-screen setup (Fig. 15(b)).
Klein et al. also carried out a qualitative evaluation with domain experts from fluid
mechanics which showed that the collaboration aspect of their design was liked by
most participants, and that despite the use of a vertical display this collaboration
worked well—to some degree contradicting previous work on the subject [68]. In
addition, the evaluation also revealed the need of precise, constrained, and/or tightly
controlled interactions, in addition to the fluid and flexible navigation techniques
implemented in the system.

The systems discussed so far relied on vertical displays of the data—as it is
common in many visualizations of spatial 3D datasets. Some types of data, however,
inherently favor a horizontal mapping, such as surgery-based medical visualizations.
Lundström et al. [61] thus use such a horizontal setup to create their virtual surgery

https://youtu.be/wb7cRwVLkDQ
https://youtu.be/wb7cRwVLkDQ
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(a) Single-user interaction. (b) Collaborative setting.

Fig. 16 The virtual surgery table [61], a horizontal interactive surface for the analysis of medical
datasets. Image courtesy of and © Sectra, used by permission.

table (Fig. 16). Similar to the setup described before, the virtual surgery table also was
designed with collaboration in mind, but in this case with collaborators located around
the table’s horizontal surface (Fig. 16(b)). To specifically support this collaboration,
they introduce “movable alternator pucks” which allow doctors to switch between
the different interaction modalities in the system in a user-controlled fashion. For the
main navigation interactions they use a typical 6 DOF one- and two-finger mapping
that supports x/y-panning, x/y/z-rotation, and uniform zoom. Lundström et al. also
conducted an observational study with domain experts (five medical doctors). This
study provided numerous insights on the usability of the design, its clinical usefulness,
and needed additional features for the system to be used in practice. In particular,
the study demonstrated that a system such as the virtual surgery table is particularly
useful for the analysis of complex cases, an insight that may also be possible to extend
to other application domains such as data analysis by scientists in other domains. The
participants also reported that a pure 3D interaction is not sufficient—the possibility
to view and interact with additional 2D views such as traditional slices is needed. In
the meantime, the research on the virtual surgery table has lead to the founding of a
company (Sectra) which has continued to develop the system into a product that is
now actively being marketed (as it is evident in the pictures shown in Fig. 16), and
other companies (e. g., Anatomage) are offering similar setups.

The horizontal form factor has also been used by Sultanum et al. [73, 74] for their
system to support the analysis of geologic reservoir data (Fig. 17). Their system is
based on volumetric datasets that capture geological features such as seismic data,
different surface layers, permeability levels, oil saturation levels, etc. Sultanum et
al.’s system then allows geologists to explore these different aspects of the model,
both by looking at the different data attributes (e. g., using physical property cards
[73]—similar to Lundström et al.’s [61] virtual alternator pucks) as well as by
manipulating the volumetric model itself. The latter is dony by interactions such as

https://youtu.be/zNDkfg2t5SU
https://youtu.be/zNDkfg2t5SU
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(a) Data probing. (b) Data splitting. (c) Data zipping.

(d) Data zipping, one finger. (e) Layer flipping/peeling. (f) Focus+context.

Fig. 17 Data exploration techniques for reservoir visualization [73, 74]. Images courtesy of and ©
Nicole Sultanum, Sowmya Somanath, Ehud Sharlin, and Mario Costa Sousa, used by permission.

splitting (Fig. 17(b)), zipping it (Fig. 17(c), (d)), or layer peeling (Fig. 17(e)). The
interaction by means of tangible objects also facilitates data readout (Fig. 17(a)) and
focus+context visualizations (Fig. 17(f)). One particularly interesting aspect of this
interaction design is the large set of interaction techniques that are mapped in a non-
conflicting way, enabling both navigation/view correction as well as several dataset
manipulations using a coherent interaction design. Sultanum et al. not only base
their work on observational sessions with the target users [73] but also conducted an
evaluation of their final design [74] with domain experts. This last study revealed
that, while the participants liked the overall system design with its flexible and fluid
data exploration, they too asked for specific precise views such as 2D projections,
similar to what was reported by Klein et al. [55] and Lundström et al. [61].

The systems discussed so far rely on the interaction with 2D projections of the
3D data visualizations—largely due to the interaction problems that arise from the
combination of touch input and stereoscopic projection (as discussed in Section 2.2).
We are only aware of two systems that use interaction setups that include stereoscopic
projections, the hybrid Slice WIM setup by Coffey et al. [21, 22] for medical data
analysis and the purely stereoscopic setup by Butkiewicz and Ware [15, 16] for
oceanographic data. Coffey et al.’s [21, 22] Slice WIM (Fig. 2) combines a large
vertical stereoscopic projection of the explored 3D data with a horizontal tactile input
surface. The core aspect of their system is the use of a stereoscopically displayed
world-in-miniature visualization of the entire dataset using the large vertical display
that also casts a shadow/projection onto the horizontal interaction surface. This
connects both views and allows users to mentally map their 2D input into the
stereoscopic 3D scene. The input itself is based on an interaction widget that allows
the user to navigate the 3D view, manipulate exploration elements such as cutting
planes, create curves in 3D space for path planning, and select subsets of the data
such as bundles of flowlines as mentioned in Section 3.2.

In contrast to the previous hybrid setup, Butkiewicz and Ware [15, 16] use a purely
stereoscopic data display that is unique in several ways. Their setup includes a slightly

https://youtu.be/kBNmTsLuJuk
https://youtu.be/kBNmTsLuJuk
https://youtu.be/kBNmTsLuJuk
https://youtu.be/kBNmTsLuJuk
https://youtu.be/kBNmTsLuJuk
https://youtu.be/kBNmTsLuJuk
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Fig. 18 Purely stereoscopic setup for the exploration of oceanographic data [15, 16]. Image courtesy
of and © Thomas Butkiewicz, used by permission.

tilted stereoscopic screen on which also the tactile input is provided (captured using
a depth camera) and a data view that is shown at a similarly tilted angle (Fig. 18).
In addition, they designed their system for the exploration of oceanographic data.
All these aspects together make it possible that the stereoscopic display does not
conflict with tactile interaction because (a) the oceanographic data is usually rather
shallow if viewed at a scale of large water bodies or oceans, (b) this data has an
inherent surface with which to interact—the water surface, and (c) the tilted view of
the data projection is quite similar to that of the display setup. This means that the
touch surface can be easily placed roughly at the inherent interaction surface (i. e.,
with zero parallax), without flexible 3 DOF rotations being necessary that would
disrupt this ideal alignment. Using this setup they allow 2 DOF translations of the
visualization, zooming, the placement of dye poles that allow the exploration of
dynamic aspects of the displayed flow simulation. Butkiewicz and Ware also use
specific precise interaction techniques such as two-handed mappings for the exact
placement of dye poles.

Other interaction techniques with stereoscopic 3D data displays and visualizations
are being investigated such as the use of a grasping-based metaphor [27] or the use
of the monoscopic display in a hybrid setup as a mobile input device [60]. Yet, none
of these approaches has yet led to a complete design study so we do not describe
them in detail in this list of systems.

https://youtu.be/XsIsOfzJ1Us
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5 Conclusion and Open Research Challenges

With this survey we have demonstrated that the surface-based exploration of 3D
visualizations is not only an active field of research but also has led to approaches
that support the basic interaction techniques including 3D navigation, selection,
data manipulation, seed particle placement, and more. The surface-based interaction
benefits from the ability to provide spatial input directly at the location where the
data is shown, thus inherently supports direct manipulation which is essential for the
exploration of scientific data.

Yet, several research questions remain open for the field of surface-based explo-
ration of three-dimensional, spatially explicit scientific data. For example, it seems
clear that tactile interaction will only become another interaction modality to explore
data, it will by no means replace existing approaches such as VR-based environments
or traditional workstation settings. This means that the integration of surface-based
data exploration into a practical workflow for domain experts is a pressing issue
with the goal of providing an interaction continuum [41] in which the data analysts
can choose the best interaction paradigm for the situation as well as easily transition
between different paradigms as necessary.

To arrive at such a continuum, we have to continue the work on better under-
standing the suitability of different input paradigms for different data exploration
tasks to be able to use tactile, tangible, haptic, traditional, or other sensing as it works
best (e. g., [9, 48, 49]). The future continuum can then also include data exploration
environments that effectively integrate tactile, surface-based interaction with other
visual or interaction paradigms such as stereoscopic views (e. g., [15, 16, 21, 22, 60])
or tangible input (e. g., [71, 74]).

Connected to this issue of creating an interaction continuum is the challenge
of providing coherent interaction designs even for a single interaction paradigm.
The techniques reviewed in Section 3, in particular, often focus on a single type of
manipulation only. Their interaction mappings are thus relatively flexible and without
many external constraints. Yet, in practice analysts require a whole toolkit of data
exploration techniques. Section 4 provided some examples for how several interaction
techniques can be combined using coherent mappings. In practice, however, it is
likely that many more techniques are needed so that more work is necessary to
understand how to best integrate a large set of interaction techniques within the
context of surface-based data exploration.

Another open research question is the issue of the applicability of widget-based
or of gestural specifications of the interaction intents. In our discussion we, on
purpose and with only a few exceptions [6, 59], did not mention the use of gestural
interaction techniques—it turns out that almost all published interaction techniques
rely on interaction mappings that are clearly specified based on the location of
input points with respect to the data or interaction widgets. Such posture-based
interaction [42] has the benefit that any input point motion can directly be interpreted
as data manipulations. This interaction specification paradigm thus avoids complex
mode specification and allows users of respective systems to concentrate on the data
analysis. Yet, in some situations such as the initiation of specific data exploration
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actions the use of gestures may be useful, so this question of widget-based vs.
gestural interaction control still needs to be further explored in the future.

From our survey it also became apparent that the data exploration scenarios that
exist today focus primarily on single-user interaction. Only two of the discussed
systems [55, 61] were specifically designed with collaboration and parallel input
in mind. However, collaboration is still possible with the other systems when the
different collaborators are taking turns. It would thus be nice to see more work in
the future that specifically explores collaborative settings, both those that require
turn-taking and those that allow parallel work.
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57. Krüger, W., Fröhlich, B.: The responsive workbench. IEEE Computer Graphics and Applica-
tions 14(3), 12–15 (1994). DOI 10.1109/38.279036
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