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Résumé : Les tables et surfaces interactives sont conçues pour offrir de nombreuses possibilités en
termes de visualisation des données et leur analyse. Dans la visualisation d’information, la visualisation
scientifique et la visualisation analytique, une bonne compréhension émerge principalement d’une explo-
ration interactive des données. Néanmoins, dans le passé, la recherche en interaction dans ces domaines
a surtout porté sur des interactions basées sur la souris, avec peu de recherches sur les avantages des sur-
faces interactives. Ce rapport de recherche comprend les résultats du DEXIS 2011, un atelier de travail
portant sur l’exploration de données avec des surfaces interactives. Il a été tenu en conjonction avec la
Conférence Internationale de l’ACM sur Tabletops and Interactive Surfaces (ITS) à Kobe, au Japon le 13
Novembre 2011. L’introduction résume les articles publiés dans cet atelier de travail et les résultats de
nos discussions. Le reste du rapport se compose des articles présentés à l’atelier.

Mots-clés : tables et surfaces interactives, visualisation, exploration de données
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1 Preface by the Organizers

By design, interactive tabletops and surfaces (ITS) provide numerous opportunities for data visualization
and analysis. In information visualization, scientific visualization, and visual analytics, useful insights
primarily emerge from an interactive data exploration. Nevertheless, interaction research in these domains
has largely focused on mouse-based interactions in the past, with little research on how interactive data
exploration can benefit from interactive surfaces. We assert five apparent benefits of interactive surfaces
for visualization systems:

1. As interactive surfaces become part of our everyday environments, they provide new ubiquitous
data analysis platforms in which data can be accessed and analyzed anywhere and at any time
(e. g., on mobile phones and tablets, in meeting rooms, or on public surfaces);

2. Interactive surfaces offer research opportunities on novel interaction paradigms that can improve
data exploration experiences or encourage alternative forms of data exploration;

3. Novel visualization designs and interactions promote the use of visualizations for a broad range of
people;

4. In particular, large interactive surfaces offer the possibility of depicting and interacting with much
larger visualization spaces than possible previously; and

5. As data analysis is increasingly turning into a collaborative process, interactive surfaces offer novel
research possibilities on dedicated collaborative visualization platforms.

While the combination of interactive surface technology and visualization research promises rich bene-
fits, much remains to be learned about the effects of supporting a visual data exploration on interactive
surfaces. For instance, we need to learn more about (a) how to re-design desktop- and mouse-based sys-
tems for alternative forms of input, (b) what motivates people to explore data using novel vs. traditional
interfaces, and (c) how novel input modalities change the ability of people to understand data and draw in-
sights from it. In addition, interactive surfaces often come in the forms of larger or screens, more screens,
higher resolutions, sometimes less accurate inputs, and multiple simultaneous inputs, all of which create
additional challenges for visualization designers.

At DEXIS 2011, we brought together researchers and practitioners from scientific visualization (VIS),
information visualization (InfoVis), visual analytics (VAST), and human-computer-interaction (HCI) to
discuss and shape the field of visualization and analysis on interactive surfaces. We discussed ongoing
research, exchanged experiences about challenges and best practices, identified open research questions,
and developed a research agenda. In these proceedings we collate the knowledge gathered during and
after the workshop in order to contribute to the future research in the field.

1.1 Workshop Outline

We organized discussions at DEXIS along three main topics: Data Analysis Environments, Data-Specific
Challenges, and Interaction Techniques. The authors of each paper were asked to set their work in relation
to the topics in a brief position statement. After these presentations, we discussed the topic in break-out
groups and then summarized the discussion in the plenary. We outline the topics we discussed according
to the papers presented in the corresponding session.

RR n° 0421
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1.2 Workshop Sessions

1.2.1 Topic 1: Data Analysis Environments

Chair: Tobias Isenberg

The first workshop session was dedicated to the role of the data analysis environment and its influence on
the configuration of visualizations and ITS systems. In particular, we focused on the challenges that arise
from the specific data analysis environments, insights on how these environments should be designed for
interactive surfaces, and experiences with ITS in different types of environments (e. g., work settings and
exhibitions). The following papers were discussed in this session:

1. Anthony Tang and Pourang Irani.
Interstitial Space in MDEs for Data Analysis (page 9).

2. Chia Shen.
Position Paper: Design and Evaluation of Visual Learning and Data Exploration Applications in
Multiple-Surface Environments (page 12).

3. Ulrich von Zadow, Florian Daiber, Johannes Schöning, and Antonio Krüger.
GeoLens: Multi-User Interaction with Rich Geographic Information (page 16).

In the discussions following these papers we identified a number of challenges for research at the inter-
section of ITS and visualization. Social aspects characterize the first group of challenges. These include
different types of users and their domain-specific tasks, interactions, and visualization requirements as
well as different types of collaboration settings. These challenges had been specifically mentioned in
the presented papers. Tang and Irani discussed challenges of surface connectivity and how the space be-
tween surfaces could be used to help people make a transition of data and results between collaborative
and individual work (tasks) as well as between different types of devices. Shen discussed several design
guidelines as well as evaluation measures for data analysis environments with a strong social focus on
collaboration, engagement, and cognition. The GeoLens interaction techniques presented by von Zadow
et al. were observed in use by over 150 visitors of an interactive science exhibition in Germany. The
observations point to interesting challenges designing data exploration tools for walk-up-and-use scenar-
ios. We further discussed hardware challenges that strongly influence data analysis. These begin with
the physicality of the surface itself, its affordances, and the type of fluidity and interaction modalities it
supports but also include finding the right location for an interactive surface.

Both social and hardware challenges of data analysis environments together point to the problem that one
needs to design these spaces to be highly personalizable and adjustable to different needs. These needs
may depend on a variety of factors and research needs to gain a better understanding of these individual
needs and how they can be transformed into more generalizable design considerations for data analysis
environments.

1.2.2 Topic 2: Data-Specific Challenges

Chair: Tobias Hesselmann

In this session we discussed issues related to specific types of data (e. g., software structure, medical data)
and their influence on the design of visualization on interactive surfaces. The session consisted of the
following papers:

RR n° 0421
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1. Craig Anslow, Stuart Marshall, James Noble, and Robert Biddle.
Interactive Multi-touch Surfaces for Software Visualization (page 20).

2. Tobias Isenberg.
Position Paper: Touch Interaction in Scientific Visualization (page 24).

3. Steven Birr, Raimund Dachselt, and Bernhard Preim.
Mobile Interactive Displays for Medical Visualization (page 28).

The three papers discussed different aspects of the session topic. Anslow et al. presented their challenges
in moving from single-user desktop-based software visualizations to collaborative tabletop visualization
tools for software development. These included those of synchronizing different representation types
and providing dedicated tabletop navigation techniques in the data space. Isenberg discussed interaction
challenges for-typically three-dimensional-scientific visualizations. He pointed to specific underexplored
future research directions including the development of 3D interaction toolkits, better support for pre-
cise exploration control, the interaction with stereoscopic displays, and the interaction with 3D data in
collaboration. Birr et al. presented several challenges and ideas for introducing mobile surfaces in med-
ical environments. The presented techniques were put in close context of the medical domain and its
requirements among which the most important ones were scalability and platform independence as well
as interaction and communication.

The discussions following these papers were centered on unanswered questions about designing data
interactions and data representations for interactive surfaces. These included: How do we need to redesign
visualizations and data exploration tools for collaboration? How specifically do we have to augment data
representations for collaboration? What are data-specific interaction challenges, for example, 2D vs. 3D
vs. text-data, etc.? How can solutions from a particular domain be generalized or transferred to another
domain?

1.2.3 Topic 3: Interaction Techniques

Chair: Bongshin Lee

The last session focused on issues related to the interaction with visualizations on interactive surfaces.
We examined the role of interaction in ITS vs. Desktop PC computing, and discussed the validity of
interactions across different devices and types of data. The following papers were presented:

1. Will McGrath, Brian Bowman, Niklas Elmqvist, and Pourang Irani.
Branch-Explore-Merge: Real-time Revision Control for Conflict Resolution in Collaborative Vi-
sual Exploration (page 32).

2. Narges Mahyar, Ali Sarvghad, Tyler Weeres, and Melanie Tory.
CoSpaces: Workspaces to Support Co-located Collaborative Visual Analytics (page 36).

3. Frédéric Vernier and Chia Shen.
Multitouch Magic Fisheye: Precise Interaction with Dense Data on Tabletop (page 40).

4. Christian Tominski, Heidrun Schumann, Martin Spindler, and Raimund Dachselt.
Towards Utilizing Novel Interactive Displays for Information Visualization (page 44).

McGrath et al. discussed the challenge of allowing parallel and diverging interaction and revision control
for collaborative data analysis tools. They also discussed social challenges of public and private views
during collaboration and how they can be brought into context. Similarly, Mahyar et al. discussed interac-
tion challenges in the social context of collaboration. Their system, CoSpaces, uses tab-based portals for
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interaction across workspaces and for maintaining awareness of others. Vernier and Shen presented a spe-
cific interaction technique, the multitouch magic fisheye that showed some of the possibilities of utilizing
multiple fingers for controlling data exploration interactions for interactive surfaces. Finally, Tominski
et al. discussed three gaps in our current research at a higher level. These include technology, integration,
and guidelines gaps and point to challenges that still need to be addressed as we develop visualization
systems for interactive surfaces. In the plenary discussions we concentrated on the following questions:

• How does touch interaction fundamentally differ from mouse settings and how does the new input
modality impact visualization?

• How can we encourage collaboration through interaction?

• Can we develop a general data exploration interaction vocabulary?

• What are special requirements when display space and interaction space overlap?

1.3 Future Research Directions

The workshop ended with a brainstorming session on future research directions and challenges. We
identified 10 main topics which require further attention:

1. Multi-display environments: Mlti-device interaction, multi-device integration, surface ecologies for
data analysis, etc.

2. Collaboration: Supporting different collaboration styles, transitioning between styles, merging
group work, etc.

3. Interaction techniques: Develop a vocabulary of touch interaction for data exploration, support
different touch proficiency, improve touch literacy, support touch with different data types, and
develop gestures for data exploration.

4. Representations: Understand how visual encoding needs to change depending on screen size and
input modality and what is the role of perception?

5. Evaluation: Develop dedicated study methodologies for understanding the role of touch for data
exploration, understand how to measure efficiency and effectiveness of interaction in data explo-
ration, etc.

6. Multi-modality: How can we enhance data exploration with input modalities other than touch?

7. Privacy: How can we support exploration of private data and what are privacy sensitive actions in
data exploration?

8. Role of surface type for data analysis: Understand what different types of surfaces and surface
settings are most suited for and what are the most suited tasks, data types, representations, and
interactions for different devices?

9. Guidelines: Can we find generalizable guidelines or design considerations for data analysis envi-
ronments on interactive surfaces?

10. Promote the research direction: We need to more strongly promote the value of research on interac-
tion in novel environments, we need to get a cross-disciplinary dialog started between communities
on the topic, and we need to design and deploy more systems that promote and demonstrate the
value of interactive surfaces for data analysis.
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ABSTRACT 

Multi-display environments comprise large shared displays 

as well as personal devices. In this work, we discuss how 

the interstitial space—the space between displays and de-

vices—can also be made into an interactive space. Such a 

space can support collaborative data analysis by providing a 

focus+context workspace; providing a means to transition 

between collaborative and individual work, and by provid-

ing a means to transition tasks between devices. 

INTRODUCTION 

Multi-display environments are rich digital workrooms 

comprising wall-displays, tabletop displays and personal 

devices. These display ecologies represent great opportuni-

ties for collaborative data analysis: shared displays can faci-

litate group tasks, while personal devices can support inde-

pendent tasks. Figure 1 illustrates an imaginary digital wor-

kroom with the typical large, high-resolution, interactive 

displays to which the research community has devoted 

much of its recent efforts. It also shows two spaces, the 

interstitial space (the space between displays) that we argue 

represents an interesting design opportunity for the commu-

nity. While considerable effort has gone into designing inte-

raction techniques and visualizations for what we typically 

consider as “interactive large displays,” very little work has 

considered the interstitial space in these rooms, and in par-

ticular, the role that the space between the displays can 

play. In this position paper, we consider how this space can 

be used to support collaborative data exploration and analy-

sis, and present several design factors for interstitial spaces 

that we seek to explore. 

For explanatory purposes only, we describe here an imagi-

nary instantiation of such spaces in a digital workroom. 

Interstitial space is comprised of surface space between 

displays. In this imaginary scenario, this interstitial space is 

made visible through a low-resolution projection onto both 

the walls and the ground in this digital workroom. These 

projected surfaces are not touch-interactive; instead, people 

interact with it by using their mobile devices as a proxy. If 

on the floor, users can interact with such spaces with their 

feet or through shadows. We can already see that concep-

tually, the MDE becomes a Focus+Context environment, 

where the interactive displays are the Focus, while the in-

terstitial space provides Context. Yet, how can this space be 

leveraged to support the collaborative analysis process? Let 

us further examine the collaborative visual analysis process. 

SUPPORTING COLLABORATIVE ANALYSIS 

We outline three ways in which interstitial space might 

support collaborative analysis in MDEs. First, it may sup-

port specific “tasks” or “sub-processes” in a collaborative 

visual analysis process. Second, it might support transitions 

between shared and independent work. Third, it could be 

used to support transitions between different device types. 

To begin, we focus on Isenberg and colleagues‟ work on 

the visual analysis process (2008). Here, the authors out-

lined several processes that individuals in a group engage in 

when analyzing visual data together: Browse, Parse, Dis-

cussion Collaboration Style, Establish Task Strategy, Clari-

fy, Select, Operate, and Validate. Several of these processes 

intuitively map to how interstitial space could be used. Dur-

ing the “Browse” process, for example, people look through 

the data, implicitly sorting it into several piles based on 

how they might expect to use the data. Interstitial space 

could be used here for groups of items that may not seem as 

important (i.e. saving valuable “interaction” space). In so 

doing, it can also support a faster “Select” process, as items 

can remain visible without having to be “piled” into groups. 

Another common design requirement arising out of studies 

of collaboration is to support fluid transitions between 

shared and independent tasks (i.e. collaborative work and 

independent work). Interstitial space can support this transi-

tion by providing a visible storage or transport medium for 

different workspaces. Moving different workspaces across 

 

Figure 1. (1) and (2) are typical large shared 
displays in an MDE. (3) the wall, and (4) the 
ground are interstitial spaces that can be used 
to support auxiliary tasks or work as a scratch-
pad for collaborative data analysis. 
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to different displays through the interstitial space supports 

collaborators‟ awareness of what is happening in the work-

space, and how work and tasks are being divided among 

individuals and sub-groups. For example, if data is to be 

examined by a sub-group or an individual, the interstitial 

space can be used as temporary “ether”, a “scratch-pad” or 

as a space where content is placed temporarily for these or 

other individuals to retrieve at a later time. We hypothesize 

that allowing users to off-load their internal “scratch-pads” 

onto interstitial space will facilitate analysis on only core 

components to the task. 

Finally, because devices and displays in MDEs are physi-

cally (and visually) detached from one another, interstitial 

space can actually function as a visual bridge between the 

devices. It can be used for visualizing the movement of 

content or information across devices and displays in such 

an ecology. 

DESIGN FACTORS FOR INTERSTITIAL SPACES IN 

MDES 

In these early stages, we have considered several factors 

that influence the design of interstitial space—factors that 

influence how it is realized, how it is interacted with, and 

the affordances it provides. 

Conceptual model: transient vs. ambient. Prior work that 

has considered this interstitial space (Xiao et al., 2011) has 

primarily viewed this space for transient interaction. That 

is, content in this space is only intended to be here for a 

short period of time. This relates to our concept of it as 

being a visual transport medium for content—something 

like a “clipboard” for the MDE. It can also be leveraged to 

support collaborator awareness of our interactions in the 

workspace (e.g. Shoemaker et al., 2006). Yet, we can also 

consider it as a low-resolution ambient space that either: (a) 

exposes functionality to manipulate the high-resolution in-

teractive space (e.g. controls for visualizations could be 

placed in interstitial space to save room from the actual 

workspace), (b) provides low-resolutions visualizations that 

react to the interactions taking place on the shared displays. 

Organization: semantic vs. spatial. One thing to consider is 

how content is to be organized in interstitial space: will it 

be organized semantically, or spatially. Recently, research-

ers have considered reinventing the interface to exploit us-

ers‟ spatial memory, through semantic association of inter-

face components with spatial layout. Interstitial space pro-

vides a larger repository that can further enable more asso-

ciations. However, separating the organization either se-

mantically or spatially can be left to designers based on the 

affordances they wish to embed.  

Objects: dynamic vs. static. How should content in intersti-

tial space appear? 

Content: artefacts that relate to work / artefacts that relate 

to the people in the MDE. To this point, we have mainly 

considered that artefacts in interstitial space would be data 

elements related to the analysis. An alternative conceptuali-

zation of this would be to place content as it relates to indi-

viduals in the interstitial space in such a way that it tracks 

or follows individuals. This content could relate to their 

independent tasks, or be tools that relate to those individu-

als. Having this information track and follow along with an 

individual would provide easy access to it. 

BASIC TASKS WITH INTERSTITIAL SPACE 

There are some basic tasks that people will need to accom-

plish with interstitial space: placing and retrieving content 

from interstitial space, querying data in this space and mak-

ing the results visible, deciding how to eliminate or erase 

content from this space. While these problems have re-

ceived less consideration, several basic mobile device inte-

raction techniques could be used to facilitate these tasks. 

For example, a mobile device could act as a peephole for 

shared displays (as in Boring et al., 2010). Users can simply 

„scan‟ interstitial space with their mobile device to make 

„invisible‟ content appear on it. Other mechanisms might 

include displaying interstial content in a minimalistic ways, 

using methods of world-in-minature (e.g. Biehl & Bailey, 

2006), or even with mechanisms that provide accurate cues 

to off-screen content (e.g. Gustafson et al., 2008).  

Yet, we envision that designing appropriate interaction 

techniques will rely on an understanding of how these spac-

es will be used in domains such as collaborative analysis. 

One method for developing this understanding is to study 

how the interstitial space is organized (i.e. study how 

people organize content within the space); second, to de-

velop methods to provide people representations of this 

organization and content, and then finally to use this under-

standing to iteratively design interaction techniques. 

A CASE FOR IMPROVED ANALYSIS  

Our primary argument infers that interstitial space will 

augment traditional methods of analysis and data inquiry. 

We elaborate on this aspect by walking through a simple 

case.  

Let‟s consider a group of two analysts (for simplicity) in-

quiring into a recent case of a hit-and-run incident in a city. 

The police inform them that potential witnesses implied that 

a cab driver was involved and provide the analysts with 

GPS data from that cab‟s company, based on the time inter-

val of the incident. The analysts now have to prod the pro-

vided data to assist the police in determining the suspect. 

Effect of interstitial space on on-the-fly queries. As sug-

gested earlier, instead of employing object piles, analysts 

can off-load immediately unnecessary content into intersti-

tial space. For example, the analysts may „store‟ multiple 

forms of space-time views of the data and instead of having 

it clutter the usable space can have it placed on the „side 

lines.‟ A view showing all cab movements (from the GPS) 

can be placed into this space, while the analysts explore city 

wide camera recordings. On demand, the analysts may 

query the route data, which can then be presented onto the 

primary display for analysis. Based on our hypothesis that 
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such space can better facilitate semantic-spatial associa-

tions, retrieving objects of interest on demand will be high-

ly efficient. We plan on studying the effectiveness of such 

forms of object placement/retrieval methods in comparison 

to more traditional methods for analytic outcomes.  

Attributing relevance. In the analysis process, some infor-

mation is more relevant than other. To avoid completely 

erasing that knowledge (as it may have taken the analysts 

some time to produce it), organization in interstitial space 

can attribute relevance to the derived information. For ex-

ample, if the analysts have now attributed the incident on a 

handful of cab drivers, the history information in how these 

were obtained and the relevance associated to each item in 

history can be organized in IS space for later presentation. 

Such forms of history tracking typically require large trees 

or lists, which can be avoided if properly partitioned in this 

additional space. 

Linking between alternative forms of analysis. Another 

feature of interstitial space that we leverage for this analytic 

task could be for linking between various steps taken by the 

two analysts. Analysts may at times be working separately 

on the same source of data and such spaces can provide a 

common ground among their individual approaches. For 

example, both analysts may have refined their inquiry such 

that only one piece of the information may be left to solve 

the problem. Data from interstitial space could be fused, by 

auxiliary routines (metaphorically that run in the back-

ground) to suggest a refined solution. By removing the 

back-and-forth comparisons away from their primary dis-

plays, analysts may be able to find better solutions to their 

problem. 

CONCLUSIONS 

We are in the early days of exploring the design space of 

multi-display environments. Whereas most researchers have 

focused their efforts (rightfully so) on the main interactive 

shared displays in these spaces, our focus in this position 

paper is to consider how the low-resolution interstitial 

space can be used to support collaboration. We have dis-

cussed how an interstitial space might be used to support 

analysis, as well as described a set of design factors that can 

guide exploration into this space. 
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ration Applications in Multiple-Surface Environments 
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ABSTRACT 
In this position paper, I will describe a set of interactive 
visual prototype systems that have been developed in an 
interactive environment with a multi-touch tabletop and a 
large display data wall. I will summarize findings from our 
initial pilot studies of these experimental systems, offer 
design guidelines, and then propose a set of evaluation 
criteria to the interactive tabletops and surface research 
community. 

ACM Classification: H5.2 [Information interfaces and 
presentation]: User Interfaces. - Graphical user interfaces. 

General terms: Design, Human Factors  

Keywords: Multi-touch, Visualization 

INTRODUCTION 
What makes an interactive surface better suited for a par-
ticular data visualization application than other form fac-
tors? Another way to ask this question is “How can a par-
ticular visual data exploration application benefit from the 
potentially higher cost of being developed on one or mul-
tiple interactive surfaces?”. This cost can be in the form of 
the actual price of the display device, in the form of devel-
opment cost as touch input and multi-user applications re-
quire non-standard interfaces, or in the form of user cost 
such as learning to interact with non-standard UI as well as 
the possibility of enduring multi-user interference.  
 
In the past few years, we have been addressing the above 
questions by continuously investigating the design and 
development of a variety of visual data exploration systems 
on a heterogeneous multiple interactive surface environ-
ment. In this position paper, I summarize our experience, 
findings, and propose three measurement criteria as evalua-
tion metrics for visual data explorations. 
 

The types of visual data that we have studied include: 
 Scientific data from multiple independent source  
 Coordinated data with multiple representations 
 Simulation data 
 Animation and video 
 2D and 3D visualization 
 Large public scientific databases 

In the following, I will briefly describe each of the multi-
surface data exploration prototypes and identify the key 
findings that will help us to formulate design guidelines 
and evaluation metrics.  

FOUR MULTIPLE SURFACE DATA EXPLORATION AND 
ANALYSIS PROTOTYPES 

Cthru 
CThru [3] is a video-centered information space for self-
guided learning. In CThru, core multimedia education con-
tents of different formats are used to construct a cross-
referenced information space running along with the main 
video, conveying a variety of domain specific knowledge 
and information. Users watching the video can freely jump 
to or out of the information space for in-depth knowledge, 
thus a sequential video playback is replaced by the expe-
rience of immersing and exploring in a multi-dimensional 
space. CThru runs in a multi-display environment with a 
large display wall and an interactive tabletop (Figure 1). 

 
Copyright is held by the author. 
DEXIS 2011 Workshop on Visual Data Exploration on Interactive Surfac-
es. Workshop in conjunction with ACM  ITS 2011, Kobe, Japan. November 
13, 2011. 

 
Figure 1: CThru, an interactive video, 2D and 3D  
system for learning the inner life of a cell. (Repro-
duced from Figure 1 in Jiang et al CHI2009.) 
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During our evaluation of CThru, one interesting issue arose 
during the interaction – the unequal distribution of user 
attention between the wall and tabletop. Our observation 
showed that the users' visual foci stayed on the tabletop 
most of time, even though the data wall provides three 
times as much resolution as the tabletop and is much larger. 
Most users only shifted their foci to the wall when reading 
text. 

INVOLV 
INVOLV [1] allows users to explore and navigate over one 
million species of life on earth catalogued in the Encyclo-
pedia of Life (www.eol.org) database using a voronoi tree 
map interface on a multi-touch tabletop, in conjunction 
with a data wall (Figure 2). On the multi-touch table, users 
can use the treemap to browse and navigate to each group 
of species, while on the datawall, the associated webpages 
from www.eol.org and www.tolweb.org on the current 
species are opened and displayed.  

Given the findings from CThru, we added a pair of ‘audio’ 
and animation cues to bring users’ attention to the data 
wall. Whenever a user’s interaction on the tabletop goes to 
a new family of species, a pair of animated visual “nug-
gets” will flow from the table to the two webpage windows 
on the datawall. This multi-modal sound and animation 
sequence have brought users’ attention across the display 
space between the table and the display datawall. 

 

Figure 2: INVOLV, a voronoi treemap based system 
for exploring the www.eol.org database. (Horn et al 
ISVD2009.) 

WALDEN 
The WALDEN simulation [5] shown in Figure 3 seeks to 
model changes in abundance of a selected group of plants 
found in Concord Massachusetts, as a response to climate 
change and human intervention in the local ecosystem. On 
the multi-touch table, a user is able to manipulate the aver-
age and the standard deviation of annual temperatures and 
watch the effects of this simulated climate change on the 
set of flowering plants on the datawall.  A user can in addi-
tion select a particular plant on the tabletop to see the geo-

graphic distribution and illustrations of this plant on the 
datawall.  

Our case study reveals that cognitive overload occurs when 
individuals encounter a large amount of information on 
separate displays, while pairs of users may benefit from 
collaborative learning in such a setting. 

From our observations of both individual and pairs of us-
ers, having a large amount of display area is a double-
edged sword on a cognitive level: visualizations are not 
limited by space, but individuals find the amount of infor-
mation overwhelming. They complained that there was 
“too many things to look at” or ignored a graph containing 
important information. Dyads, on the other hands, used the 
amount of information as a way to make unique contribu-
tions to their conceptual understanding of a domain. They 
used the multiple views from the simulation as a way to 
propose different perspective on phylogenetics and con-
front their hypotheses with the results displayed.  
 

Figure 6 provides a more detailed view of two sessions, 
one individual session and the other a dyad session: every 
10 seconds is coded according to the quality of the com-
ments made by the users. A score of 0 means silence or off-
task behavior while 5 reflects a conceptual understanding 
of the system. From this graph we can observe that the in-
dividual abundantly commented the interface but almost 
never went beyond making simple observations. The dyad, 
on the other hand, produced richer and more varied com-
ments. For instance, they made more complex hypotheses 
by considering branches of the phylogenetic tree. This al-
lowed them to make finer distinction in terms of phyloge-
netic relationships (e.g. “this common ancestor seems to be 
responsible for the decrease in abundance”). They also 
questioned the structure of the tree (e.g. "is the length of a 

 
Figure 3: WALDEN, a dynamic simulation modelling 
changes in abundance of a select group of flower-
ing plants found in Condord, Massachusettes in re-
sponse of climate change. (Reproduced from Figure 
1 in Schneider et al 2011.) 
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branch significant?", "are some part of the tree hidden/not 
displayed?", "if species are in a close spatial proximity on 
the radial tree, are they really more closely related?"), whe-
reas the individual did not. More importantly, members of 
the dyad made more hypotheses and confronted their pre-
dications more often than the single user. 

WESPACE 
The WeSpace [8] is a multi-surface collaboration space. It 
is a general-use tool for workplaces in which simultaneous 
visual exploration rendered from multiple data sources by 
multiple people is a crucial part of the work-flow process. 
WeSpace is the outcome of close collaboration between 
our research team and a population of scientists – astrophy-
sicists from the Harvard Smithsonian Center for Astrophys-
ics (the CfA). It is designed to enable modern day-to-day 
spontaneous collaborative sessions that are mediated and 
augmented with computational display devices. 

During our observation sessions in which three scientists 
carried out working meetings examining different types of 
telescopic data, we recorded inputs on the multi-touch table 
from all users. While the distribution of input was fairly 
equal when the meeting was viewed as a whole, a different 
story emerged when we examined input from each of the 
three users over time. Figure 5 shows the relative number 
of input events performed by each of the three users for 
each 5 minute time period. While the overall distribution of 
input was relatively even, the distribution during the 5 
minute samples was not. The logs suggest that the control 
of the system passed from user to user at different times 
during the meeting as the participants took turns directing 
the conversation. While the majority of input was normally 
made by one participant, it was rare to see any one user 
monopolizing the table. These patterns match our observa-
tions of the meeting that the scientists took turns introduc-
ing new data and hypotheses, with their colleagues reacting 
to these additions. 

GUIDELINES AND EVAUATION METRICS 
In this section, I will summarize the findings from our own 
experience and evaluation outcomes from our past and cur-
rent research systems into design guidelines. I will then 
propose a set of three measures that can be used as evalua-
tion metrics for these multiple surface interactive visual 
data exploration applications. 

Design Guidelines 
1. “Let there be sound and motion”: Non speech 

cues and motion for visual foci shift are useful de-
sign tools. It is well-known in the visual design 
arena that motion is a good visibility enhancement 
and can be used effectively for directing a view-
er’s orienting response [7]. Vision (high resolution 
acuity but a small of area of a window) and hear-
ing (3D surround but low resolution) are interde-
pendent and work well together [2]. In a multiple 
surface environment where some display surfaces 
are out of the immediate visual field of the user, 

utilizing a combination of sound and animation 
cues should be considered.  

2. “Let there be collaboration”: The large visual 
space lends well to collaboration. Two or more 
people seem to gain better cognitively a multi-
surface environment for learning, exploration and 
analysis.  In choosing the types of visual data ex-
ploration applications, we should take this into 
consideration.  

3. “Let there be equal input”: In order to allow 
people to collaborate, we need to provide mechan-
isms for each user to conveniently direct her per-
sonal input. This may include inputting data, redi-
recting attention, and exploring and navigating 
shared visualization.  

4. “Engage them!”: We have also observed that in-
teractive surfaces may offer higher levels of en-
gagement from the users.  To attract and engage 
the users deeply into the visual representation is 
an important criterion.  

Evaluation Measures 
Here I list three levels of evaluation measures that we have 
found effective and useful: 

1. Cooperation metric: Can the interactive visual de-
sign support two or more people work and play 
together? How fluid can people input, converse 
through visualization, and explore without interfe-
rence? This can be measured using the collabora-
tion profile developed by Shaer et al in [6]. 

2. Engagement metric: Does the system engage its 
users? This can be measure through a few differ-
ent ways, such as self-reporting as in [4], or in 
comparison to other systems or other form factors. 

3. Cognitive metric: Does the design meet the goals 
of the application? If the application domain is 
education, how well do the learners achieve the 
projected learning gains? If the application do-

 
Figure 4: WeSpace, a systems that allows astro-
physicists to dynamically interactive with their own 
data from individuals’ laptops on a multi-touch table-
top and a large datawall.  (Reproduced from Figure 
1 in Wigdor et al 2009.) 
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main is science discovery, does the system allow 
scientists to effectively make inferences and pre-
dictions? If the application domain is visual ana-
lytics, does the system enable the users to arrive at 
analytical insights? 

CONCLUSION 
As interactive surfaces become more and more prevalent, 
we need to develop well-studied design guidelines and 
have a formal set of evaluation measures that can be shared 
within the research and design community. In this position 
paper, I have described our past and ongoing work in de-
signing and developing multiple-surface interactive visual 
data exploration systems. I have also proposed a set of ini-
tial design guidelines and evaluation measures.  
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Figure 5: Relative input contribution from each of the three scientists. (Reproduced from Figure 4 in Wigdor et al 
2009.) 

Figure 6: Comparing quality of users’ verbal reflection between a dyad and an individuals. (Reproduced from Figure 3 
in Schneider et al 2011.) 
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ABSTRACT
Zoomable 3D map viewers have been used many times as
excellent demos of the potential of multi-touch systems.
While they showcase the possibilities of multi-touch very
well, they are inherently not capable of supporting multi-
user interaction. We present enhanced magic lenses - Geo-
Lenses - as user interface concept that expands on prior
magic lens work. GeoLenses are fully multi-user capable
while still being intuitive to use. We built a complete end-
user application based on this concept and deployed it in an
exhibition. Our observations of application usage by about
150 visitors suggest that the concept is viable and easy to
understand for the general public.

Author Keywords
Geographical information systems, GIS, multi-touch, multi-
user, tabletop computing, in situ, magic lens

ACM Classification Keywords
H.5.2 Information Interfaces and Presentation: User Inter-
faces

INTRODUCTION
Demos of 3D multi-touch map viewers abound1. The in-
teraction paradigms of these demos are immediately under-
standable and showcase the possibilities of multi-touch very
well. However, they are inherently not multi-user capable,
since the interaction of one user will always disrupt the in-
teraction of all other users. A good example for this can be
seen in a video2 of two children trying to simultaneously in-
teract with a map application (see Figure 2): After a short
while one child blocks interaction by simply touching the
screen.

Magic Lenses support multi-user interaction. In the context
of GIS (Geographical Information Systems), they consist of
screen areas that modify what is displayed inside - for in-
stance, by magnifying the map view or by displaying dif-
ferent layers of data. Since several lenses can be active at
one time, interaction by multiple users does not present a
problem. There is a significant amount of research on this

1For examples, see http://www.youtube.com/watch?v=
3gxVjzmTnS4 and http://vimeo.com/4973440.
2http://www.evl.uic.edu/cavern/tactile/kid.
mov

Figure 1. Users simultaneously interacting with the GlobalData appli-
cation on our multi-touch table.

topic. However, no data on use outside of research labora-
tories exists and usage in a real application context has not
been demonstrated.

We are interested in the use of multi-touch, multi-user GIS
systems for the general public. To this end, we have ex-
panded existing Magic Lens concepts to support additional
geolocated information and additional methods for configur-
ing the data that is displayed inside the lens. We constructed
a full end-user application, deployed it in an exhibition and
report on observations of visitors using the system.

RELATED WORK
Tabletops and wall-sized interactive displays are well suited
for collaborative work. Co-located collaborative work at
tabletops has been an active research field for many years. In
the early 90s Tang [16] did observational studies and derived
requirements for collaborative work at tabletops and walls.
Scott et al. [15] proposed system guidelines for collaborative
work at tabletop displays. The DiamondTouch [6], with its
capability to distinguish between different users, was often
used to explore collaborative work at tabletops (e.g. [7, 8,
17, 19]).

Installations in museums and other public spaces present
unique challenges. Hinrichs et al. [10] sum these up very
well. Hornecker and Stifter [12] report that time pressure
and the number of exhibits in an average exhibition result in
many exhibits being abandoned quickly: ’the first ten sec-
onds need to provide an incentive to continue.’ In addition,
several studies of interactive surfaces in the wild (e.g. [5, 11,
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Figure 2. Children blocking each others input (screenshots from video2): (a) Children interacting with the table (panning and zooming the map);
(b) - (c) The child in the foreground is accidentally blocking the interaction with the table and then consciously blocking the other’s input by pushing
permantly on the screen; (d) Intervention of instructor to correct the childrens’ interaction.

14], to some extent [10]) determine that many users were
interested more in the technology or visual effects than the
content.

The notion of the “magic lens” was first introduced by Bier
et al. in 1993 [1]. Bier et al’s original lenses are transpar-
ent or semi-transparent user interface elements which can
be placed over objects to change their appearance and/or
facilitate interaction. Since then, the concept has been ap-
plied frequently to geographic visualization. Carpendale et
al. made significant contributions, introducing virtual mag-
nifying lenses in GIS applications [3, 4]. Here, they are used
as a focus+context technique showing detailed information
without loosing the context. The goal of the technique is
to allow zooming in while retaining a sense of the global
position of the zoom region. In the context of multi-user
environments, these lenses allow multiple users to simulta-
neously inspect details in different foci in a global context.
Forlines et al. added user interface tools to the lenses [7]. Fu-
ruichi et al. [8] used a magic lens concept to provide several
layers of geographic information. However, beyond layers
and zoom, configuration of the data set or its visualization is
not possible in prior work. Beyond geographical information
layers, no additional data is visualized in these approaches.
All work on magic lenses described above was done in lab
or demo settings; real-world data sets were seldom used, and
no study with end users has been performed.

With GlobalData we present a ready-to-use end-user appli-
cation with a significant quantity of real-world data that can
be explored interactively.

THE GLOBALDATA MULTI-TOUCH APPLICATION
The GlobalData application was commissioned as part of the
Science Express Germany Exhibition3. The Science Express
Germany was a mobile exhibition train focusing on research
in Germany. It was open for six months in 2009 and was
visited by more than 250.000 people. GlobalData was also
presented as a demo at ITS 2010 [18].

We used an Archimedes SESSION DESK4 – a 125× 80 cm
multi-touch device based on DI – for the exhibit. A hori-
zontal tabletop was a natural choice given that this shows
the maps in the correct perspective and is open to collabo-
ration. This was aided in part by the the narrowness of the
3http://de.expedition-zukunft.org/alias/
healthy_+_productive/994242.html
4http://www.archimedes-exhibitions.de/%23/
exhibits/in-serie/_/sessiondesk.html

train wagons: the table was only accessible from three sides.

GlobalData was developed using the open-source media de-
velopment platform libavg5.

Content
As content we used the National Geographic Special Edition
on the Planet Earth 2008 [13], including many maps, statis-
tical data, images, additional videos and documents. From
this, the GeoLens concept was derived: Multi-user interac-
tion is facilitated using personal “magic lenses” on a 2D map
of the earth. To integrate the content into the application
concept, we made an early decision to have several different
map views, per-map geolocated images and videos, per-map
geolocated text snippets and a legend for each map. In the
end, we had 4 maps and a total of 63 geolocated info points,
with most of the points containing textual as well as image
or video data.

In accordance with the topic of this railcar, the map views
selected were: Population (per-country population density
data), Habitat (density of farm and pasture land), Overfish-
ing (density of ocean fishing) and Water (density of irri-
gated areas). The population view deserves special mention:
It shows population data for the years 1950-2008 and pro-
jected data for 2030. This data was not part of the National
Geographic Magazine, but compiled from GapMinder6 and
mapped to a world map using standard GIS software.

Interaction
In idle mode, the device shows a stylized map of the earth.
No usage instructions are provided. However, users can
open circular GeoLenses by simply touching the surface (see
also Figure 3). These circles show the same map segment as
the underlying base map and superimpose different data lay-
ers on it. GeoLenses can be dragged and resized using the
standard pinching motions. GeoLenses are novel enough to
attract attention to the exhibit. Still, they are immediately
understandable as a user interface concept and thus easy to
use. All interaction takes place in the context of a lens.

While the device has no concept of lens ownership, personal
space issues that come into play in such a collaborative en-
vironment [9] are dealt with smoothly. The initial size of a
magic lens roughly corresponds to the intimate space of the
5http://www.libavg.de
6http://www.gapminder.org/data/
documentation/gd003
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Figure 3. Screenshot of GeoLens showing the user interface compo-
nents: (1) Geolocated point of interest; (2) Map view menu; (3) Ge-
olocated text; (4) Open/close button for geolocated images and videos;
(5) Geolocated image; (6) Open/close button for map legend; (7) Time
slider for population data; (8) Language toggle.

person interacting with it. Dragging and resizing operations
allow collective ownership and ownership transfer. All addi-
tional content and user interface elements specific to a lens
are grouped around it. The area inside the lens is intention-
ally kept clear of user interface elements and contains map
data and location markers for georeferenced items. The goal
was to keep the lens itself visually clean and avoid user in-
terface conflicts between the elements and dragging or sizing
operations.

A menu near the lens switches between different map views.
Buttons on the lens perimeter open and close the map leg-
end and geolocated images and videos. An additional button
is used to switch between different languages. The geolo-
cated text snippets are also displayed close to the lens. These
change automatically without user interaction as the lens is
moved around the tabletop. When the population view is ac-
tive, an additional slider allows the user to choose the year
that is visible in the GeoLens. Note that this represents an
additional degree of freedom not present in prior work.

OBSERVATIONS
We observed about 150 exhibition visitors in early June
2009. Group size ranged from 1–5 people, with a few larger
groups (school classes) and a wide age distribution, includ-
ing a significant number of senior citizens. As is typical for
museum exhibits, mean interaction time was about 3 min-
utes. Most of the groups recognized the collaborative poten-
tial of the application and interacted together on the table.
As with many public displays, getting people to interact with
this exhibit proved to be a critical point (see [2]). Some vis-
itors passed by the GlobalData exhibit without noticing its
potential at all (see Figure 5c: visitor watching world popu-
lation clock instead). As soon as one person started interact-
ing, others invariably followed.

As hoped and anticipated, collaboration and communica-
tion between visitors was widespread. In many cases, peo-
ple would open lenses by themselves but communicate with
each other at the same time, teaching each other how to do
things or showing each other interesting info on the map. In

Figure 4. Future work: The GeoLens concept transferred to a different
domain.

contrast to prior studies [10], it was common for more than
one group to interact at one time.

We observed that about one third of the people interacting
used only a single finger. One simple reason was that a lot of
people were carrying things (backpacks, jackets), but others
simply did not expect multi-touch functionality. A signifi-
cant number of visitors belonging to the second group did
not attempt to drag the lenses either, but simply opened new
ones as necessary. Luckily, the application supported this
type of interaction as well. Age-wise, we found that older
users were just as capable of interacting with the applica-
tion as younger ones. As was to be expected, younger ones
experimented more and were mostly interested in the visual
effects, while older people were more thoughtful in their ac-
tions and spent more time browsing the actual content.

One of the most important observations we made was that
most people were actually able to access the content after a
short period of exploration. Many visitors were genuinely
interested in the content and spent some time moving lenses
around, reading the text and generally learning about the ac-
tual subject matter. At first, this may not seem like a signifi-
cant achievement. However, it is in contrast to several prior
studies (e.g. [5, 11, 14]) of interactive surfaces in the wild,
where the focus of the interaction was the technology and
not the content.

CONCLUSIONS AND OUTLOOK
Our observations suggest the principal viability of the Geo-
Lens approach for data exploration by untrained users - the
principles of interaction seem to be immediately apparent to
the majority, and access to a large amount of content is pos-
sible in this way. However, a full in-situ user study would
be necessary to verify these findings and prompt further im-
provements.

The concept of GeoLenses would appear to generalize very
well. Sliders, menus and buttons can be used to configure the
content inside magic lenses in arbitrary ways. Geolocated
data can be viewed, GIS layers selected and configured us-
ing controls arranged at the perimeter of the lens. The time
slider in particular could be used in very different application
settings as well - see Figure 4.
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Figure 5. Observations in the train: (a) - (b) Visitors interacting with the table. (c) One person ignores the interactive table, watching the world
population clock instead.

Further expansion of the GeoLens concept seems possible.
While we enable more fine-grained control of the visualiza-
tion in this particular application, further use cases as well
as usability studies in a controlled environment would allow
statements regarding the general feasibility of the approach.
The combination of GeoLenses with zooming lenses is an-
other promising research direction. Also, the current solu-
tion simply prevents lenses from overlapping; the ability to
merge lenses could aid cooperation.
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ABSTRACT
Most software systems are developed by teams of people.
The tools used to develop and maintain these systems are pri-
marily designed from a single-user perspective and are bound
to Integrated Development Environments (IDEs). These de-
sign decisions do not allow users to collaboratively navigate
through software visualizations or to analyse software eas-
ily. We are investigating whether multi-touch table interac-
tion techniques are more effective for co-located collabora-
tive software visualization than existing single-user desktop
interaction techniques. The implications of our research will
help inform developers how to design better visualization ap-
plications for interactive multi-touch surfaces.

ACM Classification: H1.2 [User/Machine Systems]: Hu-
man Factors; H5.2 [Information interfaces and presentation]:
User Interfaces. - Multi-touch user interfaces.

General terms: Experimentation, Human Factors.

Keywords: Multi-touch, software visualization, user study.

1. INTRODUCTION
Maintaining large software systems requires understanding
the underlying structure, which is a hard task. Understanding
software is often a social activity and involves teams of soft-
ware developers. Software visualization aims to help with
techniques to visualize the structure, behaviour, and evolu-
tion of software [4]. Visualization tools designed for a sin-
gle user perspective make it hard for developers to analyse
software when working together in a co-located environment
(within the same room) using the same interface.

Multi-touch table user interfaces are an example of a co-
located collaborative tool which could be used for software
analysis. We are investigating whether multi-touch table in-
teraction techniques are more effective for co-located collab-
orative software visualization than existing single user desk-
top interaction techniques. In this paper we discuss past
work, our multi-touch software visualization prototype, a
qualitative user study, challenges, and future work.

2. PAST
An approach to understand how participants use interactive
multi-touch surfaces follows a qualitative research method.
This method has been successfully adopted to provide insight
into the design of tabletop displays for information visualiza-
tion [9], visual analytics [10], and collaborative design [16].

Ko et al. have explored how software development tools
support collaborative software understanding [11]. Storey et
al. have explored collaborative software visualization [18].
These studies and very few tools have explored collaborative
interactive multi-touch surfaces for software development or
software visualization.

Parnin et al. suggest the addition of peripheral interactive
spaces to programming environments for supporting devel-
opers in maintaining their concentration using touch based
devices ranging from portable to tabletops [15]. Anslow et
al. conducted a qualitative user study to find out the effective-
ness of an established software visualization technique using
a large visualization wall [1]. Boccuzzo et al. have made
an extension to their 3D tool for software exploration with
multi-touch features [2]. Hardy et al. created a visual sys-
tem that uses digital pens and Wii Remotes for interaction
to assist with software development processes such as what
developers are working on, a summary of the architecture,
and work flow activities [7]. Bott et al. created an interactive
CRC card system that uses Wii Remotes for collaborative re-
quirements engineering [3].

3. PRESENT
We are developing a prototype called SourceVis for large
multi-touch tables to analyse the structure, evolution, and
vocabulary of software systems, see Figure 1. The visual-
izations adapt existing information and software visualiza-
tion techniques and modify them to support multi-touch and
multi-user interaction. SourceVis is built upon MT4j [13].

3.1 Interaction
We envision developers working in groups (2–3) with our
prototype to explore at a high level what parts of a software
system are large, problematic, and need to be refactored.

Users first load a system by tapping on the menu to select a
name of a system before any visualizations can be displayed.
Users start a visualization by tapping on the icon of the vi-
sualization. Each visualization is displayed in a rotatable
and scalable window with options to display at full screen
or close. Multiple visualizations can be displayed at once.

Users can interact with individual elements in the visualiza-
tions. To select an element users tap, drag with one finger,
and rotate and resize with two fingers. Double tapping an
element displays properties about that element. Multiple ele-
ments can be grouped by drawing a shape around them using
a lasso gesture and then subsequently move them around the
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Figure 1: SourceVis. Users interacting with visual-
izations: A. Metrics Explorer, B. Class Blueprint, C.
System Hotspots View, D. Wordle Vocabulary.

display. A tap and hold gesture displays a new visualization
type. Zooming uses a pinch gesture with one or two hands
and navigation by scrolling with two fingers.

For a multi-user scenario one developer might be looking at
the overview of a system while another developer is looking
at the details of a class. This allows users to orient visualiza-
tions to where they are standing and make some visualiza-
tions larger than others depending on the size of the system.

3.2 Visualizations
The visualizations are grouped into three categories: explo-
ration, structure, and evolution. The exploration category
contains visualizations that show metrics about a system,
vocabulary employed in entities, and a touch enabled web
browser for documentation. The structure category adapts
Polymetric Views [12] to multi-touch. The evolution cate-
gory shows how a system has evolved over time focusing on
structural changes and developer revision histories. We now
describe some exploration and structure visualizations.

Metrics Explorer (Annotated A. in Figure 1). Shows metrics
about the different modules in a system such as the number of
packages, classes, methods, and variables [6]. All the pack-

ages in a system are first displayed alphabetically. Tapping
a package displays the metrics about the package and the
classes it contains. Likewise tapping a class displays metrics,
methods, and variables. In the figure a user has done a tap
and hold gesture on one of the classes which has displayed
the associated Class Blueprint which has partially obscured
the Metrics Explorer.

Class Blueprint (B. in Figure 1). Shows the dependencies
and references between methods and attributes within a class
and adapted from Lanza et al. [12]. The visualization is bro-
ken into five layers. The first four layers relate to methods
and the final layer to attributes. The methods and attributes
have a different fill colour depending on which layer they
belong to. Likewise the edges for the dependencies and ref-
erences. The weight of an edge can be adjusted by moving a
slider up (for thickest) or down (for invisible). In the figure a
user has selected one of the interface methods by tapping and
holding which has highlighted in green one accessor method
that it calls and one attribute it accesses. With their other
hand they have selected one of the attributes which has high-
lighted a method that references that attribute which is the
same accessor method the interface method calls.

System Hotspots View (C. in Figure 1). Shows large pack-
ages and classes in a system and adapted from Lanza et al.
[12]. Packages are displayed down the Y axis and classes
from each package along the X axis. In the figure a user
has double tapped on the package label which has displayed
properties about the package in a linked yellow box. The
properties include the total metrics, and options for visually
sorting the classes in the package alphabetically, ascending,
or descending by individual metrics or groups of the metrics.
Each class is represented as a rectangle where the width indi-
cates the number of variables and height number of methods.
The colour of a class is represented as the number of lines
of code. The darker the rectangle the more lines of code the
class contains. Different border colours represent the type of
class (e.g. red is interface, blue abstract class, no border a
concrete class). In the figure a user has also double tapped
on the large black class java.awt.Component which has dis-
played the class properties including metrics. Classes can be
moved around the visualization to be compared with other
classes and can be grouped together. A tap and hold gesture
on a class displays the associated Class Blueprint.

Vocabulary (D. in Figure 1). The modified Word Cloud and
Wordle provide a quick overview of the vocabulary used in
the entities (e.g. packages, classes, methods) of a software
system to understand the coding standards employed. In the
figure a user has moved some words around, grouped some of
the larger words together, and filtered out some of the smaller
words. We intend to link this visualization with others so
that selecting or grouping words highlights entities in other
displayed visualizations that use these words.

3.3 User Study
We conducted a user study with 10 participants using Source-
Vis. The aim of the study was to collect data about how ef-
fective our software visualization techniques are for program
comprehension in order to validate our interactive and visual-
ization design decisions following a qualitative approach [9].
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Procedure. Participants were given an information sheet,
consent form, and a pre-study questionnaire. The ques-
tionnaire asked about their demographics and background
experience. With each participant’s consent we recorded
their actions and asked them to think aloud. The study was
conducted with a 48 inch low cost rear diffuse illuminated
multi-touch table that we built, based on some existing de-
signs [5]. Following the pre-study questionnaire, partici-
pants were given a warm up exercise by experimenting with
the example applications from MT4j for five minutes. For
the user tasks participants were asked 14 program compre-
hension questions similar to the types of questions software
developers ask within industry [17]. The questions asked
participants to identify, count, and find information within
the same set of visualizations. The sample data set was the
Java Standard API. Participants recorded their answers to the
questions on a sheet attached to a clipboard. We recorded the
time it took participants to complete the user tasks. Partici-
pants completed a post-study questionnaire which asked for
their opinion on the effectiveness, strengths, and weaknesses
of the interaction capabilities and the visualizations.

Participants. There were eight males and two females, who
worked in pairs. One group of participants had known each
other for 18 months while the other pairs knew each other for
12 months, 6 months, and 2 months. The other pair did not
know each other. The age of participants was in the range of
25-29. All participants had a bachelors degree in computer
science and three had a masters degree. Of the participants;
one was currently an honours student (4th year undergradu-
ate), three masters students, and six PhD students. Four par-
ticipants had used some software visualization tools before
but not on a frequent basis. Seven of the participants had
used desktop touch screens or touch tables before. All had
experience in programming using the Java Standard API.

Limitations. The small number of participants, who were a
convenience sample, of graduate computer science students.
The warm up exercise was some example applications not
our visualizations. This was the first time participants had
used our prototype before. The questions we asked were not
numbered on the sheet provided nor did we vary the order,
but all participants answered the questions in the order they
were listed on the sheet. This may have led to a learning
bias. When measuring how long it took for participants to
answer the questions we had to account for the time partic-
ipants spent thinking aloud and recording their answers on
the sheet attached to the clipboard.

3.4 Results
Perceived Effectiveness. In the post-survey the Word Cloud
ranked as the most effective technique followed by Metrics
Explorer and Wordle. The System Hotspot Views and Class
Blueprint ranked the same and slightly below the others.

Time and Errors. The first pair took 20 minutes to complete
the user tasks, second pair 28 minutes, third pair 22 minutes,
fourth pair 24 minutes, and fifth pair 21 minutes, for a mean
average of 23 minutes. Pairs one, two, and five answered all
the questions correctly, for a total of 36 (100%). Pair three
received 34 (94%), and pair four 33 (92%).

Metrics Explorer. This visualization provided an overview
and gave participants a clear summary of the metrics about
a system. The white background made it easier to read the
names of packages and classes, and colour to highlight the
selected entities made them stand out. One participant would
have liked to have seen inheritance information about classes.
A couple of participants were not sure what to expect when
they tapped on the name of an entity such as where informa-
tion was going to be displayed. Nor did some of them know
the best location for the metrics information, some suggested
putting it next to the name of the entity instead of the left
hand side of the visualization. Some packages contain many
classes which required lots of scrolling to find a class, and
some participants suggested adding a text-based search.

Class Blueprint. Participants liked how this visualization
showed what methods and attributes were connected to each
other. All participants commented that the highlighting of
edges made it an effective way to answer questions when us-
ing this visualization. They also liked how multiple users
could highlight more than one edge at a time. The slider that
adjusted the weight of the edges was a welcomed addition,
but some participants were not aware of it. Since the edges
cross each other and methods this made it confusing for some
participants to be able to read the names of methods. One
participant suggested that if different methods were selected
then only show the intersection if one exists.

System Hotspots View. This visualization made it easy for
participants to compare the different entities in the system
as packages were initially laid out in alphabetical order and
classes grouped in packages, plus the ability to move enti-
ties around the visualization. Once the participants remem-
bered the information cues (metrics and colour encoding) it
was easy to identify certain aspects of a system such as the
types of classes and large classes. The properties windows
made it easy to determine precise information about a pack-
age or a class. The sorting provided a quick way to answer
some of the identify and count questions. The example sys-
tem used was large, participants found that it was hard to get
an overview of all the information because when the visu-
alization started it was half zoomed in. This meant lots of
scrolling to find what they were looking for. Some classes
in the visualization were small and required zooming in to
validate their colour.

Vocabulary. All participants found the word font size and
background colours made it easy to understand these visu-
alizations. Long words made it slightly harder to interpret.
It was hard to compare words if they were not next to each
other as the absolute size is not easy to see and nor is it clear
what metric was being used. Separating grouped words with
a gesture was not easy to do. Adding colours to the differ-
ent words helped to distinguish between them. Words can
be overlapped which helped when comparing the size of two
words together, but sometimes there was too much overlap-
ping. A slider was added to filter out words, but it confused
some participants as they suggested it was not intuitive.
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3.5 Lessons Learnt
Support Collaboration. Seven of the participants stated that
it was easier to work in groups than individuals because you
can each look at several parts of the same visualization at
once, divide the tasks up, and discuss the answers.

Display Multiple Visualizations. Most of the participants did
not display multiple visualizations at once, even though they
knew they could. They only did this when they navigated to
a Class Blueprint. Some commented having different ways
of looking at a system with multiple visualizations would be
beneficial and suggested adding synchronization features.

Provide Visualization Help. Participants were not familiar
with our visualizations, so providing help documentation
such as how to interact with the visualization and what the
encoding means would help improve usability.

Use Higher Resolution. The resolution of our touch screen
was only 1280x800 pixels so having a higher resolution
would make it easier to display more visualizations at once.

Display Radar View. It is important for users not to lose nav-
igation context when visualizations are large and require lots
of scrolling. Displaying a small radar view of the current
context would help with navigation, but would come as an
expense by taking up some screen real estate.

User Study. Make questions more subjective which will in-
volve more exploration with the visualizations, use industry
professionals as participants, conduct a study over a longer
period of time and in a real world setting, and compare our
prototype with a control visualization tool.

4. FUTURE
Challenges. Our visualizations are primarily viewed in iso-
lation, we need some way to synchronize them together es-
pecially when some of them use the same underlying data
source. Since our visualizations of the software are not dis-
played within an IDE it is important to be able to link the vi-
sualizations somehow with the underlying source code. Our
focus has been to visualize the source code through explo-
ration and navigation techniques, but some participants ex-
pressed that they wanted to enter text to do this and to pro-
gram using the touch table. In order to support text entry we
could adopt an existing text-entry method [8]; or to support
programming we could scale a programing model approach
for tablets that uses tiles and behaviour constructs [14].

Future Work. We intend to create a more comprehensive pro-
totype and are currently working on evolution visualizations.
Once our prototype is more mature we plan to conduct a large
collaborative quantitative between subjects user experiment
similar to Wettel et. al. involving industry professionals [19].
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ABSTRACT
Direct-touch interaction is receiving an increasing amount of
attention in the HCI domain and has recently been applied
to some problems in information visualization. However, the
field of scientific visualization has not seen much work on
how direct-touch interaction could benefit the interactive vi-
sualization process. One reason may be that scientific visu-
alization typically deals with datasets that are defined in 3D
space, while touch input is two-dimensional. Therefore, to
control scientific datasets in interactive visualizations one has
to define intuitive mappings from 2D input to 3D manipula-
tions for a variety of data types and exploration techniques.
In this position paper we discuss some of the challenges of
using direct-touch interaction in the field of scientific visual-
ization that arise from the specific constraints of scientific vi-
sualization and argue for the development of integrated tech-
niques to overcome these problems.

Keywords: Direct-touch interaction, scientific visualization.

INTRODUCTION
Scientific visualization is the science of creating graphical
representations of scientific data that is the basis of research
in virtually all domains of science. Scientific visualization
(as opposed to information visualization) deals predominantly
with data that is spatially explicit in 3D, i. e., for each data
point a precise 3D location is known. Such data includes
CT/MRI scans in medicine; particle simulations in physics,
astronomy, or swarm behavior; molecular models in genetics,
biology, chemistry, or material sciences, or shapes of func-
tions or sets in mathematics, to name but a few examples.

It is a recognized fact that a good visualization needs to
support user activities beyond viewing the data [35]. Sci-
entists need to be able to drill down and find details about
what seems important, relate information on many levels of
granularity, and gain an encompassing picture about relation-
ships and correlations present in their data to form hypothe-
ses and plan next step actions. To support interactivity in
scientific visualization two main aspects require dedicated re-
search attention: (a) interaction models for control and ex-
ploration of the visualization to support problem solving and
(b) interactive rendering speeds to achieve real-time refresh
rates for minimal disruption of higher-level tasks. Many
new techniques have been and are being developed based on
GPU processing which address the second challenge success-
fully. The challenge of providing novel solutions for interac-
tive exploration, navigation, and problem solving with three-
dimensional scientific visualizations [21] is one that has re-
ceived less attention in the field of scientific visualization
to date. We therefore argue in this paper that we need to
embrace emerging interactive display technology and inves-

tigate its use for creating engaging and intuitive interactive
next-generation scientific visualization work environments.

DIRECT-TOUCH INTERACTION
In particular, touch-sensitive displays have numerous impor-
tant but unexplored benefits for scientific visualization: they
provide enough area and resolution to explore visualizations,
they facilitate awareness in collaborative settings [17], and
they offer natural direct-touch interaction which provides
somesthetic information and feedback beneficial for effective
interaction both in real and virtual environments [28], and
the direct-manipulation metaphor of touch interaction allows
people feel in control of their data [19] and has shown to out-
perform mouse input for specific tasks [22]. Despite these
advantages, however, to date there is little support for inter-
active scientific visualization on these large displays. While
touch interaction has previously been explored in a general
visualization context (e. g., [9, 10, 18, 26]) much remains to
be learned about employing direct-touch input specifically
for three-dimensional scientific visualization.

CONSTRAINTS OF SCIENTIFIC VISUALIZATION
Traditionally, PC-based environments or dedicated hardware
setups [2] such as virtual reality environments (e. g., the Re-
sponsive Workbench [23] or the CAVE [3]) have often been
employed for scientific visualization. While such settings
have numerous advantages for creating and viewing visual-
izations, both have disadvantages for the interaction with 3D
data. In PC settings, for instance, one typically interacts in-
directly though a mouse. In VR environments one can in-
teract directly by means of tracked objects in physical space
(e. g., wands) but this type of control often leaves viewers
with the feeling of interaction in “empty space” without ad-
equate haptic feedback or rest positions. Touch interaction,
in contrast, provides direct control (in 2D) with somesthetic
feedback [28] which can alleviate this problem by allowing
users to feel “in control of the data.” Unlike manipulating
2D data, however, touch interaction with 3D data or within
3D environments is a challenging task [30] because it re-
quires an under-constrained mapping from 2D input param-
eters (touch) to transformations in 3D space (mouse-based
interaction faces the same problem). To address this issue of
2D-to-3D mapping, several interaction techniques have been
described in the past [5, 6, 7, 8, 11, 13, 14, 15, 20, 24, 25, 27,
36, 37, 38] and from which we can take inspiration. Yet, sci-
entific visualization has a number of unique characteristics
which make dedicated research necessary.

Only few of the previously named approaches [5, 11, 38]
deal with the specific needs and requirements of scientific
visualization: First, scientific visualization has broad appli-
cability and developed techniques cannot be specific to one
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type of digital object or a specific geometric projection. Vir-
tually all of the above referenced methods address the 3D
touch interaction problem only for a specific type of object
(e. g., medium sized closed shape, planar representation, or
particle cloud) in a specific environment (e. g., top-down pro-
jected space with ground plane or object(s) freely floating
in space). Our goal is to develop and encompassing inter-
action landscape for scientific visualization which supports
multiple different interaction methodologies in an environ-
ment that can change depending on the type of data being
visualized. For example, when interacting with a volumetric
dataset it is often necessary to independently control one or
more cutting planes (i. e., planar objects) that are used to re-
veal the inside of the dataset together with an interaction of
particle layer data (i. e., many points too small to use their
surface to constrain an interaction). Secondly, for scientific
visualization it is essential that interaction can be controlled
precisely in 3D for space-accurate exploration. Many exist-
ing techniques lack the necessary precise control (e. g., [37])
for scientific exploration and even the ones with good control
are still subject to the inherent imprecision of direct-touch in-
put. Lastly, scientific visualization interaction includes many
dedicated actions beyond general 3D navigation and object
manipulation. These additional interactions are essential to
scientific data exploration and include selection, object and
parameter manipulation, interaction with the time axis, etc.

FUTURE RESEARCH DIRECTIONS
As a consequence of these unique constraints, we suggest a
number of research directions for facilitating the exploratory
interaction with three-dimensional scientific datasets using
touch-sensitive displays.

Integrated Direct-Touch Interaction Toolkit
First, we plan to develop a toolkit for three-dimensiona direct-
touch interaction with scientific data. This toolkit needs to
comprise a set of integrated techniques and methods to sup-
port two main visualization feedback loops: the data manip-
ulation loop and the exploration and navigation loop [35].
The toolkit’s purpose, therefore, is to make the 3D interac-
tion techniques readily accessible for a variety of scientific vi-
sualization applications and also to outside researchers. The
data manipulation loop for visualization application includes
basic data interactions such as selection and positioning of
objects in space. While these are basic operations, they are
fundamental to many follow-up interactions in the naviga-
tion and exploration loop. For example, data representations
need to be found, selected, and possibly positioned before
they can be effectively compared or correlated. Interactions
for the navigation and exploration loop are complex as they
need to encompass theories of pathfinding, map use, spatial
metaphors, awareness, and feedback [35].

The development of techniques dedicated to scientific visual-
ization for both loops needs to start by developing data ma-
nipulation methods for general view changes (i. e., camera or
projection manipulations) not only for the visualized data but
also for dedicated data exploration elements such as cutting
planes or drilling tools. Therefore, it is necessary to support
a catalog of interaction needs for scientific visualization—
abstracted across datasets and tasks. For this purpose it will

be necessary to analyze several existing scientific visualiza-
tion tools from various application domains and data types
(e. g., brain visualization, astronomic particle visualization,
fluid flow simulation) and identify their most fundamental
and common interaction requirements. The resulting toolkit
may not need to completely re-invent new 3D interaction
techniques but may incorporate some of the previously de-
veloped approaches for direct-touch interaction with 3D ob-
jects [5, 6, 7, 8, 11, 13, 14, 15, 20, 24, 25, 27, 36, 37, 38].
However, care must be taken to make the different modes of
manipulation compatible with each other.

In a second stage, it will be necessary to integrate methods
for the exploration and navigation loop. For this purpose one
first needs to add selection strategies that are compatible with
the view selection techniques. The selection techniques also
need to go beyond the common tap-to-select because scien-
tific datasets can comprise a variety of different data types
(e. g., volumetric data, particle data, line data, or surface
data). Based on the ability to select data and/or subspaces,
mechanisms for the manipulation of selected objects (relo-
cate, reorient, or resize), for specification of parameters (e. g.,
transfer function manipulation, placing seed particles, etc.),
for interaction with the scale of the displayed dataset (poten-
tially across several magnitudes of scale), and many others
need to be integrated. Moreover, domain-specific interaction-
techniques need to be supported, e. g., specific ones for geo-
logical data [31, 32]. Similar to the constraint for the selec-
tion techniques, also the data manipulation techniques need
to be compatible with the remaining techniques of the toolkit.
One of the major challenges, therefore, will be to provide the
set of interaction techniques in an integrated manner such
that they do not negatively affect each other.

Precise Control Issues
An important additional challenge that arises when employ-
ing direct-touch interaction is that touch input is inherently
imprecise due to the size of our fingers as interaction tools—
while scientific visualization often comes with a requirement
of precise location and control of 3D data. Here, two aspects
of precise control play an important role. The first aspect is
the translation of imprecise touch input into control of sim-
ilar precision as the mouse. Here, we can learn from HCI
research which in the past has developed several strategies
to provide such precision (e. g., [1]). The second aspect of
precise control arises from scientific visualization’s need to
single out specific parameters and to control them without af-
fecting others. This aspect implies that, in addition to fully in-
tegrated interactions, we need to also support partial interac-
tions. For example, instead of only the known pinching inter-
action (RST, [16, 27]), scientific visualization needs support
for navigation along or rotation around a single axis. There-
fore, an Interaction Toolkit needs to support techniques that
allow users to single-out certain parameters.

Stereoscopic Displays
Additional challenges arise when one wants to retain the ben-
efits of direct-touch control but, at the same time, wants to
take advantage of the improved depth perception provided by
traditional dedicated visualization environments with stereo-
scopic displays. Research has shown that touch interaction
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with stereoscopic displays is challenging because it is strong-
ly affected by parallax between the images displayed for both
eyes [33]. Only when a virtual object is within a small dis-
tance from the screen can people perceive their touches as
affecting the virtual objects [34]. Moreover, when viewing
an object displayed as reaching out of a display people often
attempt to touch “in thin air.” In contrast—if an object is dis-
played “below the surface”—people may not even perceive
the display surface as being present and hit the (to them invisi-
ble) display in an attempt to touch the object behind it. While
solutions such as transparent props [29], separating the touch
surface from the stereoscopic display [12], or tilted setups in
connection with shallow-depth data [4] can be be used to al-
leviate this problem somewhat, these solutions lack support
for dynamic visualization elements or the diverse character
of scientific data in general.

Large Displays and Multi-User Settings
The large size of traditional visualization displays prompts
the question of multi-user visualization settings, in particu-
lar if interaction techniques based on multi-touch input are
used. Not only do certain 3D touch interaction techniques
not scale well to large settings (e. g., [38]) or are not com-
patible with vertical display setups (e. g., [37]), the possibil-
ity for several people using the same visualization environ-
ment simultaneously raises additional questions. For exam-
ple, one could envision interactive discussions between col-
leagues, the use of touch-controlled visualization in group
discussion, and the interactive touch-based presentation of
visualizations to a larger audience. Yet, it is not simple to
extend single-user interaction techniques to multi-user ones.
For example, a single-user 3D exploration method being ap-
plied on a large wall display may not be suitable for a presen-
tation setting since the interacting person is largely occluding
the interaction and visualization space. In such situations it
may be necessary to separate the interaction from the visual-
ization space and to employ dedicated awareness techniques.
An additional important challenge is that current multi-touch
display technology does not support tracking of user identity.
Without user identity one has to develop heuristics to deter-
mine which user issued a certain interface command and re-
act to synchronous input accordingly. Multiple concurrent
changes to an object require addressing computational chal-
lenges and, more importantly, how conflicts are handled.

CONCLUSION
We believe that—despite the discussed issues/challenges—
touch interaction can have a tremendous impact on how vi-
sualization is being used by domain scientists (and beyond).
Direct-touch interaction has the potential to facilitate the use
of scientific visualization on a much larger variety of display
and user settings, instead of being restricted to largely single-
user, mouse/keyboard-based interaction in PC environments
or specialized 3D visualization hardware. Thus, instead of
only being the end product of a scientific exploration pro-
cess, intuitive touch-based interactive visualization technol-
ogy can be tightly integrated into the scientific exploration
process, and could actively be used for gaining an under-
standing of the analyzed data. This means that scientists
may be able to use 3D interaction techniques to not only dis-
cuss ideas but instead to collaboratively create and manipu-

late visuals that illustrate their data, resulting in fundamental
insights and an easy way to communicate these to others.
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ABSTRACT 
Medical visualization proves to be essential in modern 
health care systems. Collaborative diagnosis and treatment 
decisions as well as medical education and training can be 
enhanced using interactive 2D and 3D graphics. However, 
besides developing effective visualizations, the challenge 
remains on how to support optimal interaction especially on 
mobile devices. This paper presents possible future scena-
rios of using mobile displays by different medical experts in 
collaborative environments. Typical tasks, technical re-
quirements, open research issues and challenges on interact-
ing with mobile medical visualization are discussed. 
General terms: Design, Human Factors  
Keywords: Medical visualization, mobile displays, interac-
tion techniques, multitouch, collaboration 

MOTIVATION 
Medical visualization techniques play an essential role in 
current and future health care systems. Main application 
areas are diagnosis, treatment planning, intraoperative sup-
port and education [1]. Amongst others, interactive 2D and 
3D visualizations are used for the diagnosis of diseases. 
Such visualizations might include measurements (extend of 
pathologic structures) and annotations like encircled re-
gions or arrows to enhance their interpretation. Visualiza-
tions are generated to be discussed among colleagues and to 
enhance the planning of surgical interventions. Therefore 
virtual 3D models are very useful since they provide an 
overview of the morphology. Spatial relations between pa-
thologic lesions and structures at risk may be evaluated 
better with 3D visualizations (Figure 1). For example, 
Krüger et al. presented a medical visualization method for 
neck dissection planning [2]. Training systems like the Li-
verSurgeryTrainer [3] (Figure 2) were developed for com-
puter-assisted, preoperative planning of liver tumor resec-
tions based on individual patient anatomy and pathology. 

VISION 
A challenging task, not only for medical visualization, is to 
provide efficient input devices and easy-to–learn, yet effec-
tive interaction techniques for exploring and editing medi-
cal visualizations. Nowadays, a multitude of heterogeneous 
information is being generated from several medical doc-
tors in different situations and usage contexts. 

     
Figure 1: 3D surface visualization of relevant ana-
tomical structures for neck surgery planning. Left: 
The desired object, an enlarged lymph node, is 
highlighted. Right: The distance between an en-
larged and potentially malignant lymph node to a 
muscle is color-coded to support the decision 
whether the muscle should be removed or not [2]. 

 

 
Figure 2: Liver surgery treatment planning with the 
training software LiverSurgeryTrainer [3]. A de-
formable resection plane can be controlled and 
modified interactively by the user. The challenging 
goal is the exact resection of the tumor and saving 
the functionality of the remnant liver parenchyma. 

 
Radiologists generate digital reports during their diagnosis; 
surgeons use these reports and additional image data to 
prepare surgical interventions. Moreover, surgeons generate 
new information, such as intraoperative findings, that need 
to be documented as fast and as comfortable as possible. 
Nevertheless, personal conversations between medical ex-
perts are very essential in order to clarify ambiguous medi-
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cal reports or image details. Current multi-touch smart-
phones and tablets are very promising for these cooperative 
clinical workflows. Together with wireless connectivity 
they enable access to relevant patient information at differ-
ent places, e.g. at the bedside of the patient. Portable medi-
cal systems enable the location-independent selection of 
laboratory data and radiological images, zooming in se-
lected data, specifying measurements or entering digital 
notes into a hospital information system. Often, information 
is conveyed from doctor to patient in a verbal manner 
which is sometimes misunderstood because of the jargons 
and medical terms used. Hence, portable devices are highly 
welcome by medical doctors since they enable explaining 
surgical strategies using movies, animations or 3D render-
ings. Moreover, gesture- and touch-based interfaces are 
considered very attractive by a large majority of medical 
experts. The problem however remains on how to design 
effective and intuitive interaction techniques for daily use. 
Modern smartphones and tablets are fast enough to visual-
ize large medical datasets and interactive 3D elements di-
rectly on the device. Single and multitouch gestures are the 
typical mode of interaction for these devices. Several ges-
tures already exist for the exploration of data. For example, 
pinch gestures are already established for zooming images. 
Nevertheless, the design of appropriate gestures for inte-
racting with more complex visualizations is a challenging 
task. A gesture set should be carefully limited and the ges-
tures should be unique enough to avoid misinterpretation 
with similar gestures (cf. [4]). 
In this article, several future scenarios and research topics 
concerning medical visualization on mobile displays are 
sketched and discussed. Typical tasks and requirements as 
well as possible solutions for exploring medical data on 
mobile devices are presented in the following section. Fur-
thermore, we want to raise open research topics in this spe-
cial and important application domain. In our research 
agenda we want to reach three main goals: 
• The enhancement of patient interviews with mobile mul-

timedia material as a visual support on mobile devices. 
• The support of medical education and training with inter-

active 3D visualizations on mobile devices. 
• The support of collaborative workflows using multiple 

mobile and large displays. 

EXAMPLE SCENARIOS 
Scenario 1: Patient Interview 
A typical task in clinical routine is the doctor-patient-
conversation. During that ward round, clinical values (e.g. 
blood pressure, pulse, temperature etc.) are monitored and 
documented, often by handwritten notes, in paper-based 
medical records. Furthermore, the patient has the chance to 
ask questions, e.g. concerning surgical procedure and poss-
ible complications. These tasks can be enhanced by using 
mobile devices. Additional information could be entered in 
a digital patient record on a smartphone or tablet. 

 
Figure 3: Virtual 3D model of a liver surface with 
annotation labels for medical education purpose. 
Labels indicate anatomical elements of the liver, 
like metastasis and the parts of the liver portal vein.  

Thus, misunderstandings due to unreadable handwritten 
notes are avoided. Further, the digital input enables auto-
matically generated diagrams based on the stored values. 
These diagrams are useful to visually gain insight into the 
abstract data and to recognize vital trends. Moreover, mul-
timedia elements and animations can be used to explain 
certain activities planned for the surgery, e.g. resecting a 
tumor or stitching vessels. Furthermore, the talk can be en-
hanced by using links to websites providing additional tex-
tual information, high-quality movies and animated 3D con-
tent.  
An appropriately designed multimedia presentation can be 
very useful for visually explaining the steps during surgery 
and for improving the patient’s trust. An important re-
quirement for that scenario is a lightweight mobile device 
and simple interaction techniques supporting a clear and 
comprehensible patient interview using imagery and sche-
matic graphics without too much or realistic detail. 
Scenario 2: Medical Education and Training 
Nowadays, human anatomy teaching is often based on static 
schoolbooks or on lectures where anatomical facts and con-
cepts are transferred from one teacher to many students. But 
lectures and books poorly convey the three-dimensional 
nature of anatomical structures [5]. New e-learning portals 
are trying to fill the gap by providing Web-based 3D mul-
timedia contents combined with social Web 2.0 techniques. 
We are trying to envision the following scenario: A medical 
student wants to test his/her knowledge about human anat-
omy and different pathologies. The student opens a website, 
which allows access to a case-based medical education sys-
tem. It provides different patient-individual datasets with 
various kinds of vessel anomalies and tumors/metastasis. 
The Web application can be used to get and train know-
ledge about vessel systems and territories, different diseases 
and their effects as well as various resection methods. The 
mobile application enables exploring medical 2D and 3D 
data by using single- and multi-touch gestures. For exam-
ple, a single-touch gesture could be used for scrolling 
up/down in the image stack. Multi-touch input can be used 
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to interactively zoom and pan the imagery. Pan is controlled 
by dragging two fingers in the multi-touch interface, and the 
zoom level is adjusted with two-finger pinching. Further-
more, medical 3D models can be rotated, translated and 
zoomed freely by the user, which allows for more realistic 
and detailed representation of anatomical and pathological 
structures. However, free exploration of 3D scenes like 
rotating the scene, zooming in/out and enabling/disabling 
different structures can be a complex and tedious task for 
unfamiliar users. Therefore, easy-to-learn interaction modes 
have to be considered to ease the exploration of the 3D 
models and to reduce the learning effort. We suggest dep-
loying certain widgets, like sliders or thumbwheels, to ena-
ble the user to rotate and zoom the 3D objects around fixed 
axes. Thus, unwanted viewpoints might be avoided. A sim-
ple drag touch input on a thumbwheel widget meets the 
requirements to interactively explore the 3D scene. We also 
suggest using the mobile device itself for direct interaction 
with virtual 3D visualizations. For example, tilting the de-
vice to a certain orientation might rotate or zoom the 3D 
model around fixed axes in that direction.  
The educational application is enhanced by an anatomical 
quiz where multiple choice questions can be answered by 
touch input. After finishing the task, the user gets a visual 
feedback on his/her answer. If needed, anatomical labels 
can be activated in order to help answering the questions 
(Figure 3). Additionally, Web 2.0 elements, like forums, 
blogs and chats are desirable in order to ask questions to the 
tutor or for communication with fellow students.  
This mobile scenario has several advantages: It allows med-
ical e-learning everywhere just in time and multi-touch in-
put for interactive selection and manipulation of virtual 
anatomical structures. Compared to the first scenario, the 
interaction with medical 2D images and 3D structures has 
to be focused and designed carefully. Among the require-
ments for that scenario are suitable constraints for rotating, 
zooming, translating and editing 3D objects. Furthermore, 
appropriate visualization and animation techniques are im-
portant to highlight certain anatomical elements and thereby 
supporting the learning process of the user. 
Scenario 3: Multi-Disciplinary Collaboration  
Multi-disciplinary team meetings are very essential in 
healthcare. Based on their domain-specific expertise, medi-
cal specialists (e.g. radiologists, surgeons and internists) 
present and discuss relevant information about patient cas-
es. The overall goal is to deliberate on a careful therapy 
concept. Now, imagine an enhanced cooperative future sce-
nario using tablets. 
Instead of bringing a bulk of paper reports into the discus-
sion, every doctor has his/her own mobile device equipped 
with wireless connection and multi-touch input. The per-
son’s own “private view” on his/her data is displayed on the 
tablet. For example, a radiologist can access and explore 
2D medical image data as well as segmented structures and 
manual annotations. A surgeon benefits from prepared and 

interactive 3D models of anatomical and pathological struc-
tures. The overall goal is a computer-supported and effi-
cient communication between all experts. The individual 
view of every person should be synchronized in a colla-
borative way to gain insight into the specific patient data. 
The radiologist might send medical examinations (X-Ray 
images or volume data from computed tomography) to an 
interactive whiteboard turning his/her private view into a 
public one. Using e.g. a flick gesture on the device causes 
sliding through the 2D image stack. Since whiteboard and 
tablets are synchronized, the displays are updated conti-
nuously. One of the primary motivations is to enable the 
participants to point on certain medical structures from any 
location in the room. This could be achieved by touching 
and dragging with a single finger on the touch-screen de-
vice. Different users are distinguished by colored cursors.  
Another desirable feature would be to highlight important 
findings, e.g. tumors, to discuss treatment options with col-
leagues and to review these annotated areas in future meet-
ings. To fulfill these needs, several easy-to-use controls 
have to be considered. For example, a toolbar with large 
buttons could be deployed to enable different annotation 
modes like pointing, freehand sketching and placing arrows 
or text labels on the imagery. These annotations should of 
course be linked to the medical record after the meeting and 
physicians should at any time be able to access them. The 
annotated areas might be collected in a “clip gallery” that 
enables users to directly navigate to important areas of in-
terest, e.g. to review proposed surgical structures. It is also 
conceivable to match annotated lesions over several im-
agery examinations to identify progress trends of tumors.  
The surgeon’s aim is to present interactive medical 3D ren-
derings to the colleagues and to discuss an optimal access 
path during surgery. In order to let all people have a look 
on the 3D model, the surgeon might shake the mobile de-
vice. Thus, the private view is sent to all connected tablets 
and can be explored by every person individually. The 
surgeon could tilt the device itself to rotate the virtual 3D 
model around the fixed rotation axis or to zoom in. Every 
person can follow the demonstration since the view is dis-
played on each device simultaneously. If one wants to get a 
detailed view on the data, it is possible to interact with it on 
the personal tablet for making measurements or leaving 
annotations. One could raise concerns about the issue of 
multiple users trying to interact simultaneously with the 
radiology images. In order to avoid chaos during the meet-
ing, technical policies should be implemented: Each physi-
cian is able to interact with the imagery one after another, 
but every person should be able to adapt annotations of 
his/her colleagues. 
Compared to both scenarios described before, supporting 
collaborative processes is the most important issue here. 
Images, movies, annotations or 3D objects can be shared 
easily by synchronizing the interactive devices. This multi-
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media-based procedure yields a better understanding of 
medical reports instead of just “talking about” the findings. 

ISSUES & CHALLENGES 
Scalability and Platform Independence. Several devices 
with different hardware and platform systems as well as 
different display sizes and interaction capabilities have to 
be considered. The visualization should be scalable, which 
enables the rendering on small and large screens. A plat-
form-independent visualization on smartphones, tablets as 
well as on interactive tabletop surfaces is desirable to ad-
dress a variety of users. Ideally, visualizations are accessi-
ble in real-time and sharable between different devices and 
operating systems. Special care has to be taken for scaling 
interaction techniques. For example, while measurement 
tools by touch can be easily performed on a tabletop, a 
smartphone’s size prohibits fine adjustments. 

   
Figure 4: Various layers of a 3D information space 
can be revealed by lifting and lowering a tangible 
magic lens [6] on top of a projected human body. 
Right: Directly interacting with volumetric data of a 
human head by tilting a lens in 3D space. 

Interaction and Communication. Demanding issues are 
appropriate methods for interacting and communicating 
with and between mobile devices. Intuitive gesture sets 
have to be implemented to allow smooth exploration of 3D 
visualizations and effective collaboration on heterogeneous 
data. User interface elements should be scalable, customiz-
able and easily operated by the user to reach a high user 
experience. Single-touch and multi-touch interfaces have to 
be carefully tested and evaluated with end users in order to 
verify if users understand certain gestures and can use them 
for their daily workflow. In particular, in medical systems 
exact input is desirable, e.g. when making measurements. It 
is a challenging task to find out if touch input is accurate 
enough, compared to mouse input, and provides a sufficient 
level of trust during diagnosis. In contrast, during multi-
disciplinary team meetings it is not important to exactly 
outline a lesion but it is sufficient to sketch important areas 
quickly. Therefore, well-arranged user interfaces and intui-
tive widgets, e.g. large sized touch buttons, should be dep-
loyed. Furthermore, besides interacting on portable devices 
via touch or pen, novel interaction techniques such as tang-
ible magic lenses proposed by Spindler et al. [6] can be 

used as natural metaphors to explore large information 
spaces with the spatially-aware device (Figure 4). A con-
ceivable idea would be to adapt this metaphor to off-the-
shelf mobile devices. A future use case could be to use a 
tracked, lightweight mobile display to explore large medical 
volumetric data, thus serving as a window into virtuality 
(c.f. Figure 4, right). 

CONCLUSION 
We have discussed several possible scenarios on using mo-
bile devices in collaborative medical environments. The 
presented scenarios demonstrate the advantages of using 
interactive devices in patient consultations, medical educa-
tion and multi-disciplinary team meetings. The most impor-
tant benefits are portability, social collaboration and context 
awareness. Appropriate technologies have to be imple-
mented to support the communication between devices and 
users. We have envisioned several single- and multi-touch 
interaction techniques for mobile 2D and 3D visualizations, 
which take well-suited constraints (e.g. fixed rotation axes) 
and widgets (e.g. interactive thumbwheels) into considera-
tions. An ongoing question is, how already approved high-
level visualization techniques can be ported to smartphones 
or tablets. Thereby, several technical restrictions like small-
er displays, limited size of memory, rendering speed and 
bandwidth have to be considered. 
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ABSTRACT
Collaborative work is characterized by fluid transitions of
coupling between individual participants, and the degree of
coupling varies smoothly throughout the whole collabora-
tive session. To facilitate these seamless transitions for col-
laborative information visualization while avoiding conflicts
between users, we propose a collaboration protocol called
Branch-Explore-Merge (BEM) based on real-time revision
control of the shared state being explored during the visual
analysis process. The protocol allows participants to diverge
from the shared analysis path, make their own decisions, and
then potentially merge back their findings into the shared dis-
play. We apply this general concept to collaborative search
in multidimensional datasets, and propose an implementa-
tion where the shared view is a large tabletop display and the
private views are embedded in handheld tablets.

Keywords: Exploration history, public views, private
views, collaborative coupling, tabletop displays, tablets.

ACM Classification: H.5.2 [Information Interfaces and
Presentation]: User Interfaces—Interaction styles; I.3.6
[Computer Graphics]: Methodology and Techniques—
Interaction techniques

INTRODUCTION
Collaborative coupling is defined as the closeness of col-
laboration between two participants working on a shared
task [2, 18], and ranges from coupled work, where the par-
ticipants are working in lockstep on the task, all the way to
uncoupled (or decoupled) work, where they are solving the
task independently. Ample research (e.g. [10, 11, 20, 21, 23])
has shown that collaborative work consists of an endless se-
quence of changes in coupling, where participants smoothly
transition between working coupled or uncoupled with other
participants at different points in time. As a result, design-
ers of groupware [1], regardless of problem domain, have
long strived for explicitly supporting seamless coupling tran-
sitions in their systems while avoiding conflicts arising from
interfering actions performed by different collaborators.

Several collaborative visualization systems have adopted this
recommendation by making distinctions between private and
public views [7], arguing that this will explicitly support
both ends of the coupling spectrum. For example, Lark [23]
adapts and generalizes the concept of coordinated multiple
views (CMV) [16] to multi-user and collaborative settings on

Figure 1: The BEMVIEWER prototype being used for
collaborative search in a multidimensional dataset.

the basis that private views of data will better enable uncou-
pled work. The Hugin [12] system incorporates interaction
workspaces that are private to a participant, and provides an
elaborate access control mechanism for releasing and acquir-
ing views to and from a public area. However, while these
mechanisms certainly avoid conflict by explicitly separating
the workspaces, they provide little support for combining the
results of different workspaces to reach a shared result. Fur-
thermore, a proliferation of private workspaces will consume
valuable screen real estate on the tabletop display, yielding
less available space for the shared workspaces. In a sense,
adding private views to a tabletop display almost goes against
the collaborative nature of this display medium.

In this paper, we explore an alternative approach to sup-
porting varying degrees of coupling for collaborative visu-
alization tasks on shared displays. Our approach is called
Branch-Explore-Merge (BEM) and is essentially an adap-
tation of source revision control—such as RCS, CVS, and
Subversion—to visual exploration on a collaborative surface.
The idea is to allow participants to branch the current state of
the visualization, explore the data separately and indepen-
dently from other participants, and then merge back any new
results into the shared display. Branching is a local opera-
tion and simply means that the participant may now deviate
from the shared state in their private views; merging, on the
other hand, is a global operation that changes the shared state
and thus requires consensus among participants (enacted by
a voting protocol). To address the space consumption aspect
of private views, we take the BEM concept a step further
by suggesting that all private views be offloaded on separate
physical displays, such as smartphones or tablets, leaving the
collaborative surface to be used exclusively for shared state.
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We have built a prototype implementation of the BEM model
that we call BEMVIEWER (Figure 1) where the visual explo-
ration is conducted in a simple 2D scatterplot visualization
of a multidimensional dataset. The scatterplot supports pro-
gressive filtering through query sculpting [6] where the col-
laborators can iteratively filter out items in the dataset using a
combination of range and lasso set selections. The resulting
visual query consists of a conjunction of such set selections
and form the shared state that the BEM model operates on.
BEMViewer renders a shared scatterplot of the data and the
visual query on a tabletop display. Each participant is also
given a multitouch Android tablet (Samsung GalaxyTab in
our implementation) through which they can connect to the
BEMViewer server. The tablet applet provides a local scat-
terplot visualization and an interface to branch, explore, and
merge results back to the tabletop display.

BACKGROUND
Our work lies at the intersection of computer-supported co-
operative work [1], visualization, and novel computing plat-
forms. Below we present the background for all these topics.

Collaborative Visualization
Collaborative visualization [8] is defined as the shared use of
visual representations by multiple users, and has been named
one of the grand challenges for visualization research [22].
Studies have shown that involving multiple participants in
sensemaking generally improves the results (in quality or
in time, or both). For example, Mark et al. [13, 14] found
significant benefits for collaborative visualization in both
distributed and co-located settings. Balakrishnan et al. [3]
show that a shared visualization significantly improves per-
formance compared to separate visualizations or none at all.

Several existing frameworks and toolkits for collaborative vi-
sualization exist. Scientific visualization has devoted much
effort towards collaboration, mainly for distributed settings
(see the survey by Brodlie et al. [5]). For information visu-
alization, the Command Post of the Future [22] was one of
the earliest examples. The emerging field of visual analytics
is also branching out into collaborative settings, the multi-
analyst framework by Brennan et al. [4] being one example.

Novel Interaction for Visualization
Novel input and output surface technologies are poised to
make a significant impact on visualization research. Digital
tabletop displays supporting direct (often multi-) touch in-
teraction have been shown to be particularly well-suited to
collaborative information visualization [17]. Examples in-
clude Isenberg and Carpendale’s tabletop visualization sys-
tem for tree comparison [7], the Cambiera system [9] for
face-to-face collaborative analysis of documents, and the
Hugin toolkit [12] for mixed-presence visualization on table-
tops. The Lark system [23] extends the concept of coordi-
nated multiple views (CMV) [16] to multi-user collaboration.

Collaborative Browsing, Filtering and Search
People working together on a common problem often have
shared information needs, and so collaborative browsing
and search is a common task in many collaborative ses-
sions [15, 24]. With the exception of the Cambiera [9] system
reviewed above, very few collaborative visualization systems

are designed for collaborative search. The system perhaps
most relevant to our work is Facet-Streams [11], where mul-
tiple participants use physical widgets on a tabletop display
to construct shared visual queries. However, while the Facet-
Streams system does support independent work as well as
mechanisms for combining queries constructed by different
participants, the private workspace of each participant is lim-
ited by the overall size of the tabletop display.

BRANCH-EXPLORE-MERGE
The motivation for the Branch-Explore-Merge protocol is
to embrace the continually changing coupling in collabora-
tive work to allow for participants to seamlessly move from
closely to loosely coupled work. This is achieved by adopt-
ing a revision control mechanism for interactive visual ex-
ploration. Below we discuss the three protocol components.

Model
Branch-Explore-Merge (BEM) assumes a collaborative ap-
plication with a shared state S, a visual representation V (S),
and a set of interaction techniques i that operate on the state
to produce a modified state (i(S) → S′). In an actual im-
plementation of the BEM protocol, the visual representation
V (S) would be rendered on a shared display that all partic-
ipants can see (and typically interact with). Meanwhile, all
participants would also have one or more private displays that
also allow for rendering the visual representation as well as
interacting with the state. Although not an intrinsic aspect
of the BEM protocol, we recommend that private displays be
physically separate devices from the shared display.

Upon starting a BEM session, all private displays are syn-
chronized, meaning that they are using the same shared state
S, and the private displays will update as that state is changed.

Branch Operation
Branching in the BEM protocol is a local (i.e., non-
conflicting) operation that only affects the particular partic-
ipant who initiated the branch. The result of a branch op-
eration is simply to desynchronize the participant’s private
display from the shared display; in other words, the global
shared state S is copied to a local state Si for that participant.

Branching is explicitly invoked by, e.g., clicking on a button,
but an implementation may also allow implicit branching;
for example, automatically branching (and desynchronizing)
a participant who starts to modify the visual representation
on their private view instead of on the shared view.

Explore Operation
After having desynchronized from the shared state using a
branch operation, the participant’s private view will hence-
forth render the visual representation V (Si) instead of V (S).
Furthermore, any interaction performed on Si is specific to
that view only. In other words, the participant is now free to
independently explore the state in uncoupled mode.

Merge Operation
Merging is invoked by a participant with a desynchronized
private view when the participant wants to add his or her re-
sults back to the shared state (alternatively, the participant
can always revert back to the shared state if they decide that
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a branched exploration is not worth pursuing further). Dur-
ing the merge operation, the shared display is transformed
into a visual merge which shows the proposed changes to
the shared state (designing the visual merge is an important
aspect, but is specific to the particular visual representation).
Unlike branching, merging is a global operation that may po-
tentially cause conflicts with other participants as well as the
shared state. For this reason, we need to introduce a conflict
resolution mechanism to handle this situation.

In the BEM protocol, we use a voting mechanism where par-
ticipants cast a vote on whether to allow a particular change
to the shared display. The voting policy can vary on the appli-
cation; simple majority is the most straightforward and use-
ful one. Of course, even if a proposed visual merge is voted
down, the participant who initiated the merge will retain that
proposed state on his or her own private view. The partici-
pant can then choose to refine the state or persuade other par-
ticipants to accept the change, or simply discard that state.
Furthermore, for situations where a visual merge is accepted
by simple majority, any naysayers may choose to automat-
ically desynchronize from the new shared state and receive
the old state on their private views to continue their work.

IMPLEMENTATION
We have implemented the BEM protocol in a prototype col-
laborative visualization system called BEMVIEWER (Fig-
ure 1 and 2) for collaborative visual search in multidimen-
sional datasets using 2D scatterplot displays. Below we de-
scribe the details of the BEMViewer system.

Figure 2: Tablet and tabletop displays in our prototype.

Visual and Interaction Design
The BEMViewer prototype uses a 2D scatterplot visualiza-
tion that fills the center of the tabletop surface (Figure 3).
The shared state consists of a query string that the partici-
pants are iteratively building using query sculpting [6]: suc-
cessively adding terms of range or lasso selections on one or
two dimensions to a conjunction of such terms. This allows
for searching in a dataset by sequentially adding constraints.
The private tablet interface also consists of a scatterplot and
the same interface controls and interactions as the tabletop.

The prototype currently allows up to four participants—one
per table side—to connect and join the collaborative search
process. Each connected participant gets an individual con-
trol panel (also visible on Figure 3) on their side of the table

that contains a visual representation of the query as well as
interface controls to branch, explore, and merge.

Figure 3: Screenshot of the tabletop interface.

Implementation Notes
BEMVIEWER has two components: the tabletop application,
and the tablet app. Both are implemented in Java. The table-
top implementation uses Piccolo2D for vector graphics and
the TUIO interface for capturing touch interaction. Network
communication between the apps and the tabletop is imple-
mented using a standard TCP-based protocol.

Beyond Scatterplots
There is nothing in the branch-explore-merge protocol that
limits the complexity or nature of the visual mapping. The
only requirement is the capability to, given two visualiza-
tion states, render their difference as a visual difference, and
then supporting the merge operation. This leaves the space
open for using virtually any visualization design in the pro-
tocol. For example, a collaborative social network visual-
ization tool may easily support expanding and collapsing the
node-link diagram as filtering operations, and a visual dif-
ference would highlight the topological changes to the net-
work that a merge would cause. An investigative analysis
tool (such as Jigsaw [19]) could be adapted for collaborative
work by placing a report of findings on the shared displays
and allowing participants to add and remove to this report.

CONCLUSIONS AND FUTURE WORK
We have proposed a collaborative protocol for explicitly sup-
porting branching and merging of visual exploration in co-
located collaborative visualization. Our approach incorpo-
rates both public and private views and allows participants to
branch their private views from the main visualization state
to perform independent work. Merging the new state to the
shared and public display consists of a visual merge opera-
tion and a common vote among all participants. We have also
presented an implementation of this collaborative protocol
called BEMViewer, which lets a group of participants collab-
oratively search in a multidimensional dataset on a tabletop
display with handheld tablets for private views.

Our future work will consist of evaluating BEMViewer and
the BEM protocol through controlled user experiments. We
also want to explore other visual representations, interac-
tions, and datasets. In general, we think that there is tremen-
dous potential in pairing mobile devices with large displays,
and we look forward to studying this further in the future.
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ABSTRACT  
We introduce CoSpaces, a system designed for co-located 
collaborative Visual Analytics on large interactive surfaces. A 
core design idea within CoSpaces is the use of tab-based 
portals to access to other work areas, supporting awareness.  
Underlying the tabs is a record-keeping mechanism that 
enables tracking of analysis history and note taking; such 
records are useful not only for managing individual analysis 
activities, but also for maintaining awareness of other users’ 
activities. A usability study of CoSpaces suggests that these 
new design ideas can effectively support group analysis tasks. 
Keywords: Collaboration, Visual Analytics, Interactive 
Surfaces, Record-Keeping, Workspace, Awareness, Portal. 
INTRODUCTION 
We introduce CoSpaces (collaborative workspaces), a system 
designed for co-located collaborative Visual Analytics on 
interactive tabletops. Tabletop displays are well suited to 
collaborative work since they allow users to interact and 
explore a dataset simultaneously. Previous research has 
shown that while working together, collaborators tend to 
move back and forth between loosely and tightly coupled 
work [7, 13].  However, when working independently on a 
complex analytics task, users may lose track of progress made 
by others. When work becomes loosely coupled, users need to 
maintain awareness of each other’s activities [3]. It has been 
suggested that awareness can be increased by recording and 
presenting a visualization history, which is also believed to 
facilitate insight generation and reduce the need to redo earlier 
work [1, 9]. With CoSpaces, we explore how a history 
mechanism combined with a tab metaphor can enable users to 
review the work of others without disruption. 
In CoSpaces, partitioning of work is accomplished via 
Worksheets (Figure 1), or flexible work areas that 
accommodate changes in the collaboration style. Our primary 
design contribution is a tab-based portal view to other 
worksheets, which enables users to see and reuse each other’s 
work without interference.  
BACKGROUND 
Many collaborative tasks require changes in collaboration 
style, where people move back and forth between individual 
and group work [2]. According to Tang et al. [13], 
collaborators tend to frequently switch between loosely and 
closely coupled work styles when working over a tabletop. 
Another study [11] demonstrated that users preferred to work 
individually on some parts of a problem when the system used 

was capable of supporting such individual activities. Yet 
research shows that even during loosely coupled work, 
maintaining awareness (understanding who you are working 
with, what is being worked on, and how your actions will 
affect others) is critical to ensure efficient and effective team 
coordination and decision-making [8]. 
In co-located collaboration, people are able to gather implicit 
information about team members’ activities from body 
language, alouds, and other consequential communications 
[3]. Nonetheless, awareness becomes a challenge when group 
members are working in a loosely coupled fashion since 
conversation may be disruptive [5]. This is particularly true in 
complicated visual analytics tasks, where users can easily 
duplicate each other’s work (e.g., by creating the same charts 
of a data set). Therefore, there should be channels for 
providing awareness with minimal interruption and cost. 
Few visualization tools for co-located collaboration provide 
explicit mechanisms for awareness. With Lark [14], users can 
create several copies of data views at various points along a 
visually presented “Visualization Pipeline”. Changes at 
upstream locations (i.e. closer to the dataset on the pipeline) 
are propagated into all the downstream data views. Though it 
reveals the downstream changes, in line with the authors we 
believe that this approach works better for coordinating work 
rather than providing awareness of what others have done. 
Colour-coding has been used as a mechanism for providing 
awareness in co-located collaborative tools. An example is 
Cambiera [6], a system designed for collaborative visual 
analysis of text documents. Each user’s searches are marked 
with varying shades of one colour. This enables collaborators 
to recognize and track their own and each other’s work. The 
implementation of colour-coding in Cambiera is more suitable 
for providing collaborators with information about each 
other’s search interest (i.e. searched keywords). In CoSpaces, 
colour-coding is used slightly differently. Instead of assigning 
distinctive colours to users, they are assigned to Worksheets. 
Using this approach, “analytic activities” rather than analysts 
are marked and identified by colours.  
COSPACES SYSTEM DESCRIPTION 
Each Worksheet defines a work territory, either personal or 
shared. Worksheets can be freely resized and positioned and 
users may create as many Worksheets as they need. Personal 
versus shared Worksheets are identical as far as the system is 
concerned; ownership is defined by the way in which they are 
used. Worksheets can be used to organize work categorically, 
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and also to create personal and shared territories. A 
Worksheet has five main sections, as shown in Figure 2. 

 

 
Figure 1: A snapshot of CoSpaces’ user interface. Dark 
background is the common work area (tabletop’s 
surface). There are three open Worksheets where 
collaborators can simultaneously analyze data. 

 

 
Figure 2: Detail of a Worksheet: Analysis pane (A) that 
gives users control over the charts, Visualization pane 
(B) that shows the current chart, scrollable History 
pane (C) where thumbnails of previous charts are 
shown, Notes pane (D), and Tabs (E) that provide a 
portal view to another worksheet. 

The main design contribution of CoSpaces is the use of a tab 
metaphor to address the awareness problem. Coloured tabs at 
the top of each Worksheet (Figure 2E) are associated with 
other existing Worksheets. Each tab is colour-coded to match 
the border colour of the Worksheet that it links to. Tabs act as 
portals to view other Worksheets. Tapping on a tab replaces 
the local worksheet content with a view of another Worksheet. 
Tapping on the local tab switches the view back. An example 
remote view is shown in Figure 4. 
When another Worksheet’s tab is selected, the contents of all 
worksheet panes reflect the remote information, including the 
current visualization of data as well as recorded items in the 
history pane and notes taken in the notes pane. This provides 
the viewer with complete and up to date information about the 
remote Worksheet. The user may browse charts in the history 
pane to learn about another user’s past analytical activities 
and interests in the data space. 

 

 
Figure 3: CoSpaces in use. 

 
Figure 4: A remote view of a red Worksheet shown 
within a blue Worksheet. While remotely viewing, 
widgets on the Analysis pane are deactivated (grayed-
out) to avoid unintentional interruption. 

Reading notes in the note pane can notify the viewer about all 
the externalized insights, findings and hypotheses generated 
by another user. To prevent unintentional changes and 
interruption, a Worksheet’s remote view is read-only. 
Widgets on the Analysis pane of the remote view are grayed-
out to visually imply their deactivation. To avoid causing 
disruption to another user, navigation in a remote view does 
not propagate to the other Worksheet’s local view. Although 
manipulation of remote content is prohibited, items from a 
remote Worksheet’s history pane can be copied to the local 
Worksheet.  
A Worksheet automatically captures and saves a copy of the 
current analysis-state right before a change has been applied. 
An example of an analysis-state change is when a user 
changes the quantitative measure on a bar chart to another 
data attribute. As part of the analysis-state, we also capture a 
thumbnail picture of the current chart, which is placed in the 
history pane in chronological order (Figure 2C). To avoid an 
overwhelming number of saved items, we use a simple 
heuristic inspired by the chunking rules devised by Heer et al. 
[4]. An analysis-state is saved only when a change in the 
current mapping of data takes place. In other words, adding or 
removing filters will not result in a save. We have also 
provided the ability to save a desired analysis-state explicitly 
through a save button. Moreover, users can delete any 
undesired item from the list of recorded analysis-states. 
 An analyst working with data on a Worksheet can externalize 
her cognitive products such as findings, hypotheses and so on 
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using the notes pane. Tapping a note button on the top of a 
Worksheet opens an on-screen keyboard. Also a yellow post-
it like text area is created in the notes-pane. Considering the 
importance of connecting externalized material to the visual 
representation [1, 9, 12], a new note is automatically linked to 
the current visualization of data (i.e. the chart) and the note.  
IMPLEMENTATION 
CoSpaces is multi-touch application written in JAVA. 
Multitouch for Java (MT4J) provides multitouch 
functionality, and communicates with the touch detection 
library Community Core Vision (CCV) using the TUIO 
protocol. JFreeChart is used to create the graphical charts. 
EVALUATION 
We conducted a usability study to gain initial feedback about 
CoSpaces. At this early stage of research, we did not attempt 
to validate utility of CoSpaces for long term tasks by real 
analysts. The main objective of the study was to test 
CoSpaces’s capability to support awareness under conditions 
of changing collaboration styles.  
We recruited 20 computer science students (16 graduates, 4 
undergraduates) in the form of 10 pairs. They were all 
familiar with basic data analysis activities and concepts such 
as creating a simple statistical chart of tabular data. We used a 
rear-projected 70-inch (diagonal) tabletop with a resolution of 
3840 x 2160 provided by combining four 1080p projectors. 
The tabletop uses infrared light and a rear mount infrared 
camera to detect a virtually unlimited number of touches.  
Tasks and Procedure 
Participants performed two tasks. After receiving a 20-minute 
introduction to the system features, participants started Task 
1, which took about 30 minutes. Task 1 enabled participants 
to learn how to use CoSpaces. They could stop and ask either 
of the two co-present observers if they had any questions 
about either the system or the data.  After completing Task 1, 
groups were given a 5-minute break. Task 2, which took 
almost 40 minutes, was an open-ended analytical question 
that required both loosely and closely coupled work. These 
two tasks were followed by a questionnaire and a follow up 
interview that took almost 20 minutes.  
RESULTS 
All the reported observations are based on Task 2, since Task 
1 was only intended as practice. Though we gathered both 
quantitative and qualitative data, here we focus on qualitative 
observations and participants’ comments from the interviews.  
Our observations corroborated our speculated benefits of 
using tabs for providing awareness. Many participants gave us 
positive feedback about being able to view each other’s work 
progress via tabs. For instance, in the follow up interview a 
participant expressed that “…real time update of [the] other’s 
view was interesting, because [I] could keep [myself] updated 
all the time…”. Another participant mentioned “…being able 
to see others’ workspaces, [and] keep track of them in own 
workspace” was one of the most useful features of the system. 
Participants’ quantitative assessments of the usefulness of the 
tabs were also positive. Out of 20 participants, 17 assessed 
Tabs as useful in their evaluation. The average score given to 
Tabs was 4.95 out of 6.0 with a STDEV of 1.07. 

Participants used tabs to investigate another user’s current 
chart (17 times), review their collaborator’s work history (7 
times), copy an item to their own Worksheet (12 times) and 
review the other’s notes (3 times). On average, tabs were used 
2 times per group during task 2. Participants spent between 20 
seconds to 2 minutes using tabs each time.  
Because the groups contained only 2 people, and they often 
positioned themselves side by side (8 out of 10 groups), 
participants could easily look over at each other’s Worksheets 
to see what the other person was working on. Participants 
frequently did this for an update on current work. However, 
we observed that while working individually, none of the 
participants attempted to get close enough to the other’s 
Worksheet to have a detailed review of his/her work history; 
for this purpose, they used tabs instead. This behaviour avoids 
unnecessary interruption and imposition on the personal 
territory of another person. Thus, while tabs are useful for 
observing another user’s current work, they may be even 
more beneficial for reviewing a collaborator’s past activities. 
All the pairs engaged in both loosely and closely coupled 
collaboration, as anticipated based on the design of task 2. 
The important observation here was that the design of the 
Worksheet effectively supported both collaboration styles, as 
well as the transition between the two. 
Additionally, we observed that the flexible nature of the 
Worksheet and its fluid design not only supported changes in 
collaboration style but also facilitated the analytical reasoning 
process. The ability to create multiple new Worksheets as 
well as creating a Worksheet from an item in the history pane 
facilitated exploratory analysis. We also observed that users 
stacked or placed Worksheets side by side to compare 
visualizations and/or have discussions (Figure 3). This was 
enabled by the tabletop’s substantial screen real-estate.  
We observed that participants frequently saved, reused and 
manipulated recorded items. In total, participants manually 
saved charts to the history 90 times.  They also regularly 
reloaded items from the history pane (146 times). Reuse 
happened both during the analysis, when participants often 
worked individually, and towards the end of the analysis 
session, when participants typically engaged in a closer 
collaboration to share their findings.  Less often (8 times), 
participants used saved items to create new Worksheets. 
Participants often used this feature when they wanted to 
compare two previously created charts side by side.  
We also noticed that many participants deleted unwanted 
charts (81 times) to keep a clean history pane. It seems that 
our simple heuristic for reducing the number of automatically 
saved charts was insufficient. One participant remarked, “I 
think it is not overwhelming to save charts explicitly, what is 
overwhelming is having too many charts automatically 
saved!” 
Since our notetaking mechanism was simplistic, we did not 
expect it to work perfectly. Nonetheless, we observed that 
many groups used the on screen keyboard to take notes (total 
of 71 times, used by 8 out of 10 groups). Participants mostly 
took notes while working individually. When they wanted to 
share their results, they read through notes or reloaded charts 
that were linked to notes to discuss their findings. In other 
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words, notes were the primary mechanism for recording 
important material. The fact that notes were linked to the 
charts was extremely important to participants. At least 3 
participants explicitly mentioned the linking as important.  
DISCUSSION 
We found that tabs were a useful way to maintain awareness, 
but the frequency of their use was somewhat less than we 
anticipated. One possible explanation is the relatively short 
length of the analysis session (40 minutes). With a longer, 
more complicated task, or more users, we suspect that users 
might need to review each other’s work more often to avoid 
duplication of effort. Our initial observations suggest that tabs 
will be a suitable way to accomplish this. In addition, some 
participants mentioned that the colour-coding of the tabs was 
not quite sufficient when there were many Worksheets. This 
problem could be overcome by adding additional visual cues, 
such as labeling a tab with the name of the corresponding 
Worksheet or the owner’s name and photo.  
We note that in our design, we did not address data privacy. 
All information in a Worksheet is accessible when viewed 
remotely from another Worksheet. Results of an earlier study 
[10] indicated that users needed space to work independently 
without interference, but that the space did not necessarily 
need to be private. Accordingly, we designed CoSpaces for 
small closely-knit teams who share a common objective and 
therefore benefit from sharing all of their information and 
findings. Such teams are by no means universal, however. 
Collaborative teams may involve individuals with competing 
interests or from different organizations; these people may 
wish to keep some information and findings private. 
CoSpaces would need to be substantially extended to support 
this scenario. Possibly individual laptops containing personal 
data, linked to a large display for shared information, would 
be useful in such situations. Alternately, privacy mechanisms 
could be added so that users could prevent parts of a 
Worksheet or entire Worksheets from being viewed remotely. 
CONCLUSION AND FUTURE WORK 
We introduced CoSpaces, a prototype designed for co-located 
collaborative visual analysis of tabular data on interactive 
tabletops. CoSpaces introduced the concept of tab portal 
views to address the challenge of awareness, especially during 
periods of loosely coupled work. Our user study indicated that 
tab views are a promising design direction for supporting 
awareness in collaborative visual analytics, when combined 
with flexible workspaces and record-keeping tools such as 
linked notes and thumbnails of past analysis states. 
Future work could improve interface design details and 
extend the functionality of CoSpaces. We plan to expand the 
record-keeping module by incorporating more efficient note 
taking mechanisms, rich text editing, and improved heuristics 
for automated analysis-state capturing. The observation that 
users manually saved and deleted many recorded items in our 
study suggests that they need greater control over the recorded 
history. Further studies are required to assess our design ideas 
for long-term use over multiple sessions. 
ACKNOWLEDGMENTS 
We thank SAP and the Natural Sciences and Research 
Council of Canada (NSERC) for funding this research. 

REFERENCES 
1. Chen, Y. and Barlowe, S. Click2Annotate: Automated 

Insight Externalization with rich semantics. Proc. IEEE 
VAST, (2010), 155-162. 

2. Gutwin, C. and Greenberg, S. Design for individuals, 
design for groups: tradeoffs between power and workspace 
awareness. Proc. ACM CSCW, (1998), 207-216. 

3. Heer, J., Ham, F. van, Carpendale, S., Weaver, C., and 
Isenberg, P. Creation and collaboration: Engaging new 
audiences for information visualization. Kerren et al. eds, 
Information Visualization, (2008), 92–133. 

4. Heer, J., Mackinlay, J., Stolte, C., and Agrawala, M. 
Graphical histories for visualization: supporting analysis, 
communication, and evaluation. IEEE Trans. Visualization 
and Computer Graphics, 14, 6,  (2008), 1189-96. 

5. Isenberg, P. and Carpendale, S. Interactive tree 
comparison for co-located collaborative information 
visualization. IEEE Trans. Visualization and Computer 
Graphics, 13, 6 (2007), 1232-9. 

6. Isenberg, P. and Fisher, D. Collaborative Brushing and 
Linking for Co-located Visual Analytics of Document 
Collections. Computer Graphics Forum, 28, 3 (2009), 
1031-1038. 

7. Isenberg, P., Tang, A., and Carpendale, S. An exploratory 
study of visual information analysis. Proc. ACM CHI, 
(2008), 1217-1226. 

8. Kulyk, O. and Veer, G. van der. Situational awareness 
support to enhance teamwork in collaborative 
environments. Proc. 15th European Conf. Cognitive 
ergonomics, (2008), 1-5. 

9. Lipford, H.R., Stukes, F., Dou, W., Hawkins, M.E., and 
Chang, R. Helping users recall their reasoning process. 
Proc. IEEE VAST (2010), 187–194. 

10. Mahyar, N., Sarvghad, A., and Tory, M. A closer look at 
note taking in the co-located collaborative visual analytics 
process. Proc. IEEE VAST (2010), 171–178. 

11. Morris, M.R., Ryall, K., Shen, C., Forlines, C., and 
Vernier, F. Beyond social protocols: Multi-user 
coordination policies for co-located groupware. Proc. 
ACM CSCW, (2004), 262–265. 

12. Shrinivasan, Y.B., Gotzy, D., and Lu, J. Connecting the 
dots in visual analysis. Proc. IEEE VAST, (2009), 123-
130. 

13. Tang, A., Tory, M., Po, B., Neumann, P., and Carpendale, 
S. Collaborative coupling over tabletop displays. Proc. 
ACM CHI, (2006), 1181-1190. 

14. Tobiasz, M., Isenberg, P., and Carpendale, S. Lark: 
coordinating co-located collaboration with information 
visualization. IEEE Trans. Visualization and Computer 
Graphics, 15, 6 (2009), 1065-1072. 

 

Proceedings of the Workshop on Data Exploration for Interactive Surfaces DEXIS 2011 39

RR n° 0421



 

 

Multitouch Magic Fisheye : 
Precise interaction with dense data on tabletop 

 

Fred Vernier   
LIMSI-CNRS Labs. Univ. Paris-Sud  
BP 133, 91403 Orsay cedex, France 

Frederic.vernier@limsi.fr   

Chia Shen 
SDR Lab, SEAS, Harvard University  

33 Oxford Street, Cambridge, MA 02138 USA 
Chia_shen@harvard.edu 

 

ABSTRACT 
Fisheye lens can be useful on multi-touch devices where 
dense usemap based applications need rich interaction to 
zoom, pan, rotate, select, annotate, etc. Direct input preci-
sion is often not critical to pan, rotate or zoom a map, but 
selection of items remains critical on dense maps. Surpris-
ingly, only a very recent work on mouse based fisheye lens 
revealed how fisheye lens can dramatically improve preci-
sion. Unfortunately the disclosed techniques heavily rely on 
mouse pointer and cannot be transposed on tabletops. In 
this paper, we present a multi-touch interactive fisheye lens 
called MMF – Multitouch Magic Fisheye. MMF decouples 
the lens definition phase and the interaction phase on dif-
ferent fingers, enabling flexible input gestures with higher 
precision. We then present design issues (activation and 
lens offset) and discuss user strategies (choice of fingers 
and hand) to achieve a smooth integrated gesture with acti-
vation, lens adjustments and precise selection. We finally 
describe two concrete realizations of MMF through the 
implementation of a 1D Combobox menu and a 2D lens.  
ACM Classification: H5.2 [Information interfaces and 
presentation]: User Interfaces. - Graphical user interfaces. 
General terms: Design.Keywords: Multi-touch, fisheye 
lens, precision input. 
INTRODUCTION 
Fisheye lenses are now well known techniques but very 
few popular software use it. Attempts to explain it often 
refer inputs problems (poor input precision and overshoot-
ing). In fact, when fisheye lens is attached to the mouse 
cursor it does not magnify the motor space (see [6,8,1] for 
more details), resulting in the user overshooting magnified 
targets. Surprisingly, only very recent research work [1] 
suggested to improve fisheye efficiency by increasing the 
input precision in magnified areas. They achieve measured 
improvement by releasing the constraint of mapping lens 
and cursor’s position to the same fluid movement of user’s 
input device. The solutions proposed by [1] decouple 
fisheye movements and interaction with magnified content 
(like target acquisition) at the cost of an additional articu-
lating task (modifier key, ring manipulation) or use cursors 
speed to introduce fast and precise modes [6,1]. Another 
lens-based touch-tabletop interaction technique that offers a 
solution for precise data selection is the focus+context 
technique of the iLoupe [9]. iLoupe was designed for tab-
letop and the focus area provides a precise access to data.  

The quest for precision has also taken place on direct touch 
systems (tabletops, touch screens, etc.) but for another 
reason: direct touch surfaces do not offer the same preci-
sion as its mouse counterpart and legacy applications barely 
work on touch screens. Benko et al [3] introduced five 
techniques based on Dual Finger: Offset, Midpoint, Stretch, 
X-Menu and Slider. These techniques all rely on a first 
gesture to gain precision and then on a SimPress click 
(harder press of the finger on the surface). Such pressure-
based interaction is not supported by every touch surface. 
“Stretch” is the closest to a fisheye lens and outperform the 
other 4 techniques but suffers from occlusion.        
Fluid DTMouse [4] is a multitouch mouse emulation to 
support legacy applications on the DiamondTouch table. It 
displays a mouse cursor in between two fingers (like Mid-
point of [3]) but use a third finger to trigger mouse button 
avoiding SimPress. Fluid DTMouse alleviates occlusion 
and increases precision. Precision is in fact doubled when 
moving only one finger because the cursor moves precisely 
at half speed (see Midpoint discussion of [3]). The third 
finger (DTMouse) offers better precision than SimPress 
(Dual Finger Midpoint), yet neither technique benefits from 
a fisheye which potentially provides greater than a 2x gain 
in resolution and precision if appropriate mechanisms can 
be designed to enable motor space resolution increase.     
The idea of fisheye lens on direct touch surface has been 
explored with DTLens [5] and a technique for “Rubbing 
the fisheye” [8]. DTlens uses two fingers to set both lens 
location and size. DTLens supports only limited interaction 
with the underlying content and the annotation task dis-
cussed in [5] does not require high precision. “Rubbing the 
fisheye” addresses the precision issue with a compound 
gesture (rubbing the finger on the surface to zoom-in or 
zoom-out the fisheye then a 1sec timer let the user release 
her finger and hit one of the zoomed target). The second 
half of the gesture introduces a timer which severely limits 
the efficiency of the technique, and focus location is barely 
predictable since the user may not accurately set the center 
of the magnification. One of the biggest problems of the 
technique is the lack of movement of the fisheye lens once 
it has been invoked.    
This paper presents Multitouch Magic Fisheye (MMF), a 
fisheye technique efficiently mapping multitouch inputs to 
fisheye lenses in order to maximally improve their preci-
sions. We present two implementations of the technique: a 
1D Fast Fisheye Combobox (FFC) to show how it works 
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on the selection of a country among a list of 200 entries and 
a 2D map fisheye to show how it works on spatial data. 
MULTITOUCH MAGIC FISHEYE PRINCIPLE 
The Multitouch Magic Fisheye (MMF) starts with applying 
the Midpoint input technique to a fisheye output. By using 
the 2+1 fingers posture to manipulate the fisheye lens we 
first leverage the multitouch capabilities to avoid occlusion 
and improve precision and predictability of focus location. 
Unlike Fluid DTMouse where the third finger serves only 
as a trigger, MMF empowers the third finger to operate as a 
direct touch selector in the middle of the fisheye lens. As 
this finger remains independent of the first two finger ones 
(defining the lens) it can become a powerful input device.  
This precise (but still direct-touch) third finger can: 
• Tap (select) magnified items 

• drag local items (may be dropped later in non fisheye 
mode when first two finger have been released) 

• drop items on local areas (may have been grabbed earli-
er in non fisheye mode) 

• adjust fisheye properties with a related gesture (e.g., 
center offset or magnification factor)  

• pan the fisheye (will add small offset between first 2 
fingers and fisheye boundaries) 

In essence, once the fisheye magnified motor space is de-
fined by the first two-finger touch, MMF treats this space 
as a new separate and independent touch zone, allowing 
external touch input gestures to operate inside this movable 
secondary input zone. As with Fluid DT Mouse, this strate-
gy of using 2+1 fingers remains independent from how 
single touches are managed (i.e. normal direct touch).  
ACTIVATION AND DESIGN ISSUES 
MMF can be triggered by detecting 2 simultaneous contacts 
(separated by a plausible distance) on full multitouch tab-
letops (e.g. optical tabletop systems) or by detecting plausi-
ble bounding box (on DiamondTouch like systems). This 
activation we call direct, can tolerate more than one finger 
touch area, e.g., the ring finger and/or pinky finger to touch 
the table. Such tolerance is important because user observa-
tion reveals that it is more comfortable to sometimes rest 
two or three fingers on the table surface (i.e., more fingers 
imply a hand’s weight is divided among more contact 
points and reduce friction during movements). The pinky 
and the ring fingers can also be used to distinguish thumb 
from the middle finger, as they are closer together. These 
additional fingers also indicate which hand (left or right) is 
used as they are always on the same side of the thumb to 
middle finger axis. The other way to release the finger 
ambiguity is to wait for index finger to tap the surface one 
time before activating the fisheye lens. Lens is made more 
explicit and because the index finger always falls on the 
other side of the thumb-middle finger axis closer to the 
index finger it tells the system where the hand is resting on 
the surface. This activation strategy we call “lazy” as it 
waits for the third finger to appear. It is also very well suit-

ed to fight the overshoot problem. When only 2 fingers 
touch the table a temporary cursor can help the user to 
position the center of the lens before it appears.     
MMF can then use the information on the hand location to 
best set and adjust the lens position. The fisheye’s focus 
should be located with an offset from the two touch points 
of the hand to have the index finger comfortably ready over 
the focus area. In lazy activation, this offset can be set 
precisely under the 3rd finger tap.    

As in Fluid DTMouse user strategy to touch with 
thumb+middle fingers, leaving the index finger in the air, 
seems convenient while a bi-manual equivalent strategy 
was also reported being natural by users [3]. The goal of 
using a finger of the second hand as the third input finger is 
twofold: 

• Improve stability (third finger is not connected to the 
same kinesthetic joints of the skeleton thus will invol-
untarily interfere) 

• Increase reach among magnified items (moving index 
finger in between thumb and middle finger has a small 
comfortable area) 

We highlight how the hand posture of Fluid DTMouse 
mimics hand posture over a traditional mouse (thumb and 
middle finger holding the mouse and index finger trigger-
ing the button). This comparison can be extended to 
MMF’s similarity to the Apple Magic mouse [7] (thumb 
and middle finger holding the mouse while index sliding on 
the multitouch top surface of the mouse). This latter com-
parison explains the term “magic” used in the name of our 
technique as we expect magic mouse users to be easily 
become familiar with MMF. 
MAGIC FISHEYE COMBOBOX 
In this section, we present a concrete implementation of 
MMF to illustrate its utility and benefits. Magic Fisheye 
Combobox (MFC) is a Combobox widget displaying a 
Fisheye Menu [2] on demand using the Multitouch Magic 
Fisheye interaction described above. It is illustrated in 

 
Figure 1: Expected location of fisheyeʼs focus ac-
cording to relative position of the fingers involved in 
the Magic Multitouch Fisheye.      
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Figure 2. It is implemented as a QuartzComposer (QC) 
patch listening TUIO events, processing multitouch events 
in a JavaScript engine and displaying efficiently a list of 
textures generated with QC components. MFC allows title 
items to be inserted in the list (e.g., the Alphabetic letters in 
Figure 2) with different levels of magnification while not 
in focus. Title miniatures are limited to a readable level, 
text is aligned alternatively left and right and then shifted to 
appear slightly on the side of the regular items). Regular 
items are either right or left align according to where the 
hand is. 
MFC operates in single finger mode to open/close the 
Combobox. Single finger can also roughly set the fisheye 
position and preselect the closest item under the finger. In 
the 2-finger mode MFC sets the fisheye position and the 
size at the same time, it then preselects the item exactly in 
the middle of the 2 fingers. If finger(s) is(are) released on 
top of the combo list in one of these two modes, the pre-
selected item triggers a “selection” event. Finally, the user 
can also tap with the 3rd finger while in the 2-finger mode 
in order to select any visible item in focus (i.e. “Colombia” 
instead of “China” in Figure 1). When the first two lens 
defining fingers are released, the Combobox is immediately 
closed to avoid a possible conflicting event. The precision 
of MFC using 2+1 fingers is enabled by 3 factors: 
• As the defining fingers do not occlude the pre-selected 

item and because the pre-selection occurs on a sliding 
motion (not on tap) the base precision depends on sur-
face technology and not on fat finger effect. The preci-
sion of the focus area placement can be sub-pixels in 
many tabletop technologies. 

• As discussed in [3] for Dual Finger Midpoint, by mov-
ing only one of the 2 fingers in the 2-finger mode, the 
pre-selected item changes along with fisheye’s center at 
a doubled precision compared to the moving finger. 

• As the third finger tap or slides on top of the magnified 
items (in magnified motor space), the precision is mul-
tiplied by the magnification factor of the fisheye lens.  

Following MMF principles, MFC is an accurate technique 
to select items from a long list of items. This precision is 
achieved without sacrificing usability: 
• Lens’s size AND position are mapped directly to a 

human naturally integrated feature (location and gap be-
tween two fingers) 

• Magnification factor can be automatically adjusted so 
items in focus are always large enough for the upcom-
ing third finger (fisheye magnification strength can be 
automatically adjusted to magnify items at the size of 
thumb’s contact that is usually bigger than index fin-
ger). 

• The index finger can tap directly on visible items like 
anywhere else on the direct touch surface.  

We decided to not display a cursor in between the first two 
defining fingers of MFC because the feedback of preselect-

ed item is sufficiently visible. However MMF and MFC are 
not incompatible with other fisheye usability improvements 
such as transparency [8,1] or speed coupling flattening [6]. 
A visible cursor could be useful in such cases.  
MFC uses the direct activation strategy to speed up the 
selection. We also combine the first 2 touches with the 

opening of the Combobox. If any one of the first 2 fingers 
touches the Combobox button, it opens the list and set the 
fisheye in between the 2 fingers. The list can also be open 
with a simple touch first. Two fingers are then put down to 
control the fisheye.     
MAGIC 2D FISHEYE LENS 
In the previous section, we applied the MMF principle to a 
1D fisheye menu because it is similar to well understood 
widgets (menu or Combobox) and thus relatively easy to 
test and compare during the development process. 
FisheyeMenu [2] in the literature has undergone a challeng-
ing experiment showing fisheye is not the fastest technique. 
In our case, the top challenges for direct-touch surfaces are 
precision and screen footprint [3,4]. Handheld or laptop 
ouch screens are still limited in size and the touch surface is 
shared in tabletop conditions. Both contribute to the needs 
for better support for precise input and best utilization of 
screen space. In this section, we apply MMF lenses on 2D 
content as in all the other previous work we reviewed 
[1,5,6,8]. As illustrated in Figure 3, we faced a challenging 
trade-off between fisheye size, distance of the focus area to 
the index finger and occlusion  

 
Figure 2: Fast Fisheye Combobox with the country 
“Cambodia” preselected in light blue among a list of 
200 (end of the list omitted). The thumb and middle 
finger both define fisheye position and size while in-
dex finger moves down to select one magnified item   
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• The hand can occlude focus (in Figure 3 the selection 
“Vert-Galant” is partially occluded) 

• The index finger may be too far from focus (in Figure 3 
the index finger reaches the center but not the left of the 
focus) 

• The lens should be large enough to leave undistorted 
objects in the focus (in Figure 3, the train station north 
of “Vert-Galant” has a label too long to fit in the 
fisheye).   

Unlike 1D fisheye we couldn’t find a satisfactory trade-off 
for single hand usage. Many users that we informally tested 
with reported problems with unexpected location at activa-
tion or with target being unreachable. Early users didn’t 
report problems with bi-manual use of the technique and 
several users expressed the need to have large fisheye 
lenses. We finally chose a trade-off between the direct and 
the lazy activation. When the first two fingers hit the sur-
face, the fisheye appears in the middle between the thumb 
and the middle finger. If any later third contact point is 
detected in the focus of the fisheye it is considered as a 
precise “click”.  If any later third contact point is detected 
outside of the fisheye lens, along the normal vector illus-
trated in Figure 1, the fisheye is re-centered to this point. 
The radius of the fisheye is then modified to have the first 
two contact points close to the edge of the lens. This new 
radius is computed proportionally to the distance between 
the first two fingers. As the focus is already under the index 
finger of the first hand, such action can only be triggered by 
a bimanual gesture. 

This transition to a bimanual mode of operation re-centers 
the fisheye to a very predictable location. The new radius 
of the fisheye allows the user to setup the size of fisheye as 
big as necessary and the proportional aspect means the first 
two fingers can still further modulate the size of the lens. 
Users who know they won’t use the first fisheye can use 
their index finger to replace the middle finger as anchor on 
the edge of the lens.  
 

CONCLUSION 
We presented the Multitouch Magic Fisheye which lever-
ages multitouch capabilities of direct touch surfaces to 
enhance fisheye input precision and flexibility. We applied 
this generic technique to an 1D fisheye menu and described 
how the Magic Fisheye Combobox can smoothly combine 
1, 2, and 3-finger operation modes. We also applied this 
technique to a 2-D fisheye lens and found bimanual opera-
tions more appropriate. We explained why MMF dramati-
cally improves precision despite it is implemented with a 
combination of an imprecise fisheye lens and an imprecise 
direct touch surface. However this paper also contributes 
by showing fine setup necessary to integrate the selection 
in a fluid gesture. A good setup depends on the task and the 
shape of fisheye so future works should be conduced to 
produce generic guidelines for designers. 
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Figure 3: 2D Fisheye on a subway map with train 
stations selectable (“Vert-Galant” station selected). 
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ABSTRACT
Visualization research has yielded a number of useful tech-
niques to generate visual representations and to allow users
to explore data interactively on computer screens. Yet, the
constantly growing complexity of today’s data calls for new
ways of visual and interactive data analysis. This is where
new display and interaction technologies offer promising pos-
sibilities yet to be explored. In this work, we identify three
gaps to be addressed by future research. (1) The technol-
ogy gap is about the lack of a systematic mapping of com-
mon interaction tasks onto interaction techniques. (2) The
integration gap concerns the integration of novel interaction
techniques and technologies with existing information visu-
alization approaches to create new powerful visualization so-
lutions. (3) The guidelines gap criticizes the shortage of sup-
port for users to choose suitable solutions for the task at hand.
We outline related challenges and ideas for future work by
the example of our work on tangible views for information
visualization.

ACM Classification: H5.2 [Information interfaces and pre-
sentation]: User Interfaces. - Graphical user interfaces.

General terms: Design, Human Factors

Keywords: Tangible views, information visualization, magic
lenses, gestural input, multitouch, pen, gestures, diagrams.

INTRODUCTION
The goal of visualization is to support people in forming
mental models of otherwise difficult-to-grasp subjects, such
as massive data, complex models, or dynamic systems [12].
The term forming implies that visual output is not the end
product of visualization. It is rather the process of adapting
the visual output and interacting with the data in order to gain
insight.

For several decades, visualization researchers have devel-
oped a wealth of visualization and interaction concepts for
many different types of data and tasks. What most of the
existing techniques have in common is that they are targeted
for regular desktop workplaces with a computer display, a
keyboard, and a mouse. With the advent of new display
technologies, such as large high-resolution displays or small
hand-held displays, it became necessary to adapt existing vi-
sualization approaches or to devise new ones. Recently, mod-
ern interaction technologies, such as multi-touch interaction
or tangible interaction have considerably broadened the spec-
trum of what’s possible and created a need for rethinking ex-

isting visualization solutions with regard to interaction. The
seamless integration of both display and interaction in a sin-
gle touch-enabled device, such as interactive tabletops and
tablets, makes direct manipulation [11] truly direct. By ex-
ploring information directly under your fingertips, the form-
ing of mental models for interactive visualizations seems to
be particularly well supported and promising.

In this paper, we aim to describe several issues concerning
the future development of information visualization in the
context of new interactive surfaces and interaction technolo-
gies. We identify gaps in the state of the art, illustrate them
with our own previous work [3, 13] and motivate possible
next steps for future research. Here, our main concern is re-
lated to the systematic investigation of the possibilities of the
classic as well as the promising new technologies, on the one
hand, and the well-justified application of these possibilities
to solve visualization and interaction tasks, on the other hand.

IDENTIFYING THE GAPS
In the following, we identify three research gaps worth being
addressed by future research.

Technology Gap
Visualization research builds upon commonly accepted strate-
gies for visualizing data. In his classic book, Bertin [1] intro-
duces visual variables and defines how data is to be mapped
onto them. Cleveland and McGill [2] investigate the effec-
tiveness of visual encodings for data exploration. Thus, on
a conceptual and on an experimental level, we have backed
knowledge how to transform data D to visual representations
V using the mapping vis : D → V .

However, there is no such commonly accepted mapping in
terms of interaction. So far, mouse and keyboard have been
the basic and dominant devices for user interaction. Ad-
vances in technology have recently added new modalities to
the interaction toolbox. Multi-touch interaction, gestural in-
terfaces, pen-based interaction and tangible interaction are
only a few examples. What still has to be developed is the
mapping interact : T → I that defines how interaction tasks
T are effectively and efficiently carried out with the different
interaction techniques I available. Obviously, specifying ap-
propriate sets T and I turns out to be a necessary and chal-
lenging condition for successfully developing novel interac-
tive visualizations. Therefore, a repertoire of suitable inter-
action techniques has to be defined and described in a consis-
tent way, which eventually allows for an easy task mapping.
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(a) Semantic zooming of node-link diagrams
by lifting/lowering a tangible view [13].

(b) Tangible views applied to compare differ-
ent parts of a matrix visualization [13].

(c) Manipulating node-link diagrams by us-
ing multi-touch and pen input [3].

Figure 1: Utilizing novel interactive displays for information visualization.

Implementing the new techniques will also form the basis for
future visualization applications.

Integration Gap
Closing the technology gap will result in a new repertoire of
interaction techniques. However, by now users of interactive
visualizations mostly apply techniques that are designed for
classic desktop computers. Utilizing novel interactive dis-
plays for visualization purposes has not received much atten-
tion so far. So there is a gap in terms of promising new pos-
sibilities on the one hand, but only little integration of these
possibilities into visualization research and applications on
the other hand.

Yet, there are first approaches that specifically address the in-
tegration of visualization and interactive display technology.
For instance, Isenberg et al. [5, 6] utilize interactive table-
top displays for collaborative visualization, Voida et al. [14]
discuss design considerations for interacting with data on in-
teractive surfaces, Spindler et al. [13] contribute the concept
of tangible views for information visualization, Heilig et al.
explore multitouch input for interacting with scatterplots [4],
and Kosara [7] investigates multi-touch brushing for parallel
coordinates. However, these first visualization approaches
using novel interactive displays primarily address very spe-
cific problems. The broad range of possibilities of the new
technology have by far not been explored sufficiently nor an-
alyzed appropriately.

Closing this gap by systematically exploring the design space
for combining modern visualization approaches with recent
interaction technologies will lead to novel solutions for to-
day’s data exploration challenges.

Guidelines Gap
With the combination of different visualization techniques
and interaction technologies, a vast body of possible solu-
tions becomes available. This immense variety of existing
and possible new approaches makes it difficult for users to
decide which techniques to use. What is needed in the future
are guidelines or rules for choosing effective approaches for
the data, tasks, and device context at hand.

An excellent example of systematically choosing “good” vi-
sualizations is Mackinlay’s [10] pioneering work on automat-

ing the design of visual representations. The beauty of this
approach is that it enables automatic suggestion of visual
variables based on a given data type (quantitative, ordinal,
nominal). This is possible thanks to the well-defined sets
of data types and visual variables, which abstract from the
subtle details of real world problems. It is part of ongoing re-
search how the details of today’s often complex visualization
application scenarios can be integrated.

Wouldn’t it be great if we had a similar system to which we
input our data D and our tasks T , and the system would tell
us which visualization techniques V and interaction tech-
niques I to use given a particular input and output setup?
Obviously, the required mapping guide : D × T → V × I
will be difficult to define. We consider solving this research
question a formidable and rather long term task.

DISCUSSING THE GAPS
Narrowing and eventually closing the aforementioned gaps
will require much research. It is beyond the scope of this ar-
ticle to comprehensively suggest directions for future work.
We would rather like to use an example to illustrate possible
avenues of investigation.

We chose the example of tangible views for information vi-
sualization [13] for the following reasons. Tangible views
illustrate quite well the new possibilities of advanced tech-
nology with a set of different interactive visualizations (see
Figures 1(a) and 1(b)). They also serve as a good illustration
of what is still missing. Finally, since tangible views are our
own previous work, it is easier to criticize and to envision
research goals.

Conceptually, tangible views are spatially aware lightweight
displays that serve two purposes simultaneously: visual out-
put and direct input. Multiple of such tangible views are
used together with an interactive tabletop display to build
a multi-display multimodal visualization ensemble that sup-
ports both interacting on the views (by using touch and pen
input) and interacting with the views (by moving them through
the physical space above a tabletop and performing gestures).
An interaction vocabulary (see Figure 2) has been compiled
as the basis upon which manifold applications can be devel-
oped. Several example visualization cases illustrate how tan-
gible views can be utilized to display and to interact with
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Flipping Tilting Shaking

(d) Gestures

Figure 2: Extract of the interaction vocabulary provided by tangible views. The figures show with-the-view interactions
only, on-the-view interactions, such as pen and touch input, can be found in [13].

data. These use cases include scatter plots and parallel coor-
dinates plots of multivariate data, node-link representations
and matrix representations of graph data, as well as map-
based visualization of spatiotemporal data.

Addressing the Technology Gap
In order to arrive at a mapping interact : T → I , we first
need a specification of the set of interaction tasks T . There
are approaches that provide first categorizations of interac-
tion. Yi et al. [15] describe a list of general interaction
intents in visualization. Besides these general descriptions,
more specific categorizations exist. For instance, dedicated
interaction tasks for exploring graphs are described by Lee
et al. [9]. These are valuable starting points for defining a
comprehensive set of interaction tasks. Most likely, this set
will contain tasks of different complexity ranging from very
basic selection to common brushing and linking to the more
complex applications of logically combinable dynamic filter-
ing.

Secondly, defining an interaction vocabulary as in [13] is a
valid first step for closing the technology gap. Such a vo-
cabulary serves as a container that holds technically possi-
ble solutions to be utilized for interaction tasks. The tan-
gible views vocabulary focuses on interaction with spatially
aware lightweight displays. However, it is not comprehen-
sively addressing the different classes of interactive displays
in general. So, future work has to systematically extend the
interaction vocabulary with further interaction techniques I .

An example for a successful interact mapping can be given
for the task of exploring spatio-temporal data with tangible
views. Such data can be mapped to the virtual volume above
a tabletop, where the XY-dimensions encode spatial loca-
tion and the Z-dimension represents time (i.e., space-time-
cube [8]). In order to control which part of the geo-space
and which time step are visible (∈ T ), the user can translate
the tangible view horizontally and vertically (∈ I), as shown
in Figure 2(a).

Another example is the adjustment of a visualization param-
eter, e.g., the distortion factor of a fisheye lens (∈ T ), which
can be mapped onto rotating the view horizontally (∈ I) as
shown in Figure 2(b).

Addressing the Integration Gap
Closing the integration gap, that is bringing together visual-
ization research and new interactive displays, involves many
different aspects. To name only a few, integration is nec-

essary on a conceptual level (e.g., utilizing tangible views
for focus+context visualization), on a software level (e.g.,
combining different visualization and interaction toolkits), as
well as on a hardware level (e.g., integration of lightweight
displays with touch and pen input and tabletop displays). Be-
cause we cannot detail all aspects here, we will resort to il-
lustrating the integration of exploration and manipulation of
node-link diagrams of graphs as an example.

Usually, exploration tasks and manipulation tasks are con-
sidered separately from each other. While exploration is
largely addressed in the visualization community, manipula-
tion tasks are more relevant in the realm of human-computer
interaction. For instance, with tangible views we mainly sup-
port the exploration of node-link diagrams by utilizing the
with-the-view interaction (see Figure 1(a)). Other works ad-
dress the authoring and manipulation of the underlying graph
data, e.g., by using multi-touch and pen input for diagram
editing as shown in Figure 1(c) [3]. Taking advantage of
both worlds by integrating them into a single unified sys-
tem would clearly be useful, not only because users could
accomplish multiple tasks within the same familiar environ-
ment, but also because data exploration often involves data
manipulation (at least temporary) for testing different “what
if” scenarios.

However, such integration also implicates several challenges.
On a conceptual level, distinctive features of different in-
teraction modalities and visualization techniques need to be
combined appropriately for different tasks. This could be
achieved, for example, by utilizing with-the-view interac-
tion for exploration aspects, while the more precise on-the-
view interaction could be used for manipulation tasks. Seam-
less switching between these tasks could be accomplished by
choosing different tools or even different interaction modal-
ities, e.g., touch input for zooming/panning and pen input
for graph editing. On a software level, different software
worlds need to be consolidated into a single framework that
addresses issues such as distributed rendering required for a
multi-display setup, state synchronization between different
devices, and most importantly the incorporation and adap-
tion of visualization techniques that meet the requirements
of such a setup.

Addressing the Guidelines Gap
The developed example cases of tangible views indicate that
there is much potential in utilizing new technologies for in-
formation visualization. Although being interesting exam-
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ples, it remains unclear why and how tangible views are used
under which circumstances and when alternative solutions
might be better suited (as one reviewer of [13] once pointed
out). So, there are often questions like Would you really carry
out this task with tangible views? or Wouldn’t this be easier
to accomplish with basic mouse interaction?

Even though the introduction of an interaction vocabulary is
an important step, there are still no definite rules for its appli-
cation. In order to make information visualization on mod-
ern interactive displays a viable approach, we should strive
to provide concrete answers and guidelines much like in the
spirit of Bertin [1], Cleveland and McGill [2], and Mackin-
lay [10].

However, developing approaches for guiding the user in choos-
ing the “right tool” is ongoing research, which is challenging
for the following reasons. First, it is usually more difficult to
categorize the data, because today’s data sets are increasingly
complex and heterogeneous. Furthermore, one has to take
the users’ tasks and goals into account with regard to both:
what the users want to see and how they would like to inter-
act. In terms of the output, a step has to be made from simple
visual variables to more complex visualization techniques,
and possibly to combinations thereof. The aspect of inter-
action is entirely missing in classic works. Given some data
and a suitable visualization, how can the user effectively in-
teract to accomplish the tasks and to achieve the goals? And
finally, it is no longer just a question of which visualization
technique to use for which data and task, but rather one of
which display and interaction technologies to use for which
visualization techniques, data, and tasks.

CONCLUSION
For taking full advantage of novel display and interaction
technologies for information visualization, several gaps have
to be addressed as identified and illustrated in this paper.
First, a categorization of interaction tasks and a repertoire
of novel interaction techniques have to be described, which
then allows for mapping specific tasks to particular tech-
niques. Second, the design space of combining novel inter-
action concepts and existing visualization approaches has to
be explored appropriately. Third, guidelines have to be de-
veloped for choosing appropriate and effective approaches
within a vast body of possible solutions. Filling these gaps
step by step is a formidable task that can only be accom-
plished by a vivid research community bringing together vi-
sualization and interaction experts.
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