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1 Department of Software Engeneering, University of Granada, Spain 2 Inria and Université Paris-Saclay, France

Abstract

In this article we survey techniques for the digital simulation of hand-made stippling—one of the core techniques
developed within non-photorealistic/expressive rendering. Over the years, a plethora of automatic or semi-automatic
stippling algorithms have been proposed. As part of this expanding field of research, techniques have been developed that
not only push the boundaries of traditional stippling but that also relate to other processes or techniques. Our general
goal in this survey is thus to increase our understanding of both hand-made and computer-assisted stippling. For this
purpose we not only provide an overview of the work on digital stippling but also examine its relationship to traditional
stippling and to related fields such as halftoning. Finally, we propose several directions of future work in the field.
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In this additional material we provide, for a number of example images, stipple results using several of the techniques we
discussed in the survey to allow the readers to make a better comparison. For this purpose we specifically did not select
images from the selection suggested by Mould and Rosin [1] due to the unclear copyright status of the images in this set.
Instead, we selected a number of benchmark images used for stippling in the past (for which we could secure the rights)
and some images inspired by Mould and Rosin’s set but which have no copyright restrictions.

We used some of the source images from other authors without additional processing (Figure 2(a)–(c)). For the other
images (Figure 1(d)–(f)) we derived a grayscale version using Gimp. In some cases adjusted the contrast of the images as
suggested by Secord [2], while in others we follow the steps recommended by Mart́ın et al. [3, 4]. Figure 2 shows the
final source images in their 768 × 768 resolution versions that we used for all approaches, unless specified otherwise.

We generally show the set of images all on the same page, with each image always shown with the same size. For
those approaches that depend on the output resolution we based the computation on the specific size of the images on
these pages. For all others we used our best judgment to set meaningful parameters. In some cases we show additional
images for specific approaches where different sizes or parameter settings lead to better results. By default, all images are
shown at size 65mm × 65mm.
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(a) Plant, originally used by Secord [2]. The image © 2007 Adrian
Secord, used with permission. URL: https://goo.gl/9iVtBF

(b) Frog. The illustration was initially created by Karen J. Couch and
the image is in the public domain. URL: https://goo.gl/ZOHxfS

(c) Landscape. The image © 2010 Domingo Mart́ın Perandres, used
with permission. URL: https://goo.gl/yc8Xz9

(d) Cat, inspired by an image suggested by Mould and Rosin [1]. The
image is by Ilona Krijgsman and is in the public domain. URL:
https://goo.gl/b5m68e

(e) Lena, from the USC-SIPI Image Database. Used under the fair-use
clause. URL: https://goo.gl/4ulo79

(f) Portrait from Wikimedia Commons by Wikimedia user “The Pho-
tographer”. The image is in the public domain. URL: https://
goo.gl/vQRaro

Figure 1: The originals from which we derived our source images (Figure 2).
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(a) Plant, originally used by Secord [2]. The image © 2007 Adrian Sec-
ord, used with permission. The image is identical to Figure 1(a).

(b) Frog, originally used by Kim et al. [5]. The image © 2009 SungYe
Kim (based on the image in Figure 1(b)), used with permission.

(c) Landscape, originally used by Mart́ın et al. [4] (based on the image
in Figure 1(c)). The image © 2010 Domingo Mart́ın Perandres,
used with permission.

(d) Cat, based on the image in Figure 1(d).

(e) Lena based on the image in Figure 1(e). (f) Portrait based on the image in Figure 1(f).

Figure 2: The source images we used for the comparison, all have a resolution of 768 × 768.
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(a) 899 stipple dots. (b) 1,000 stipple dots.

(c) 1,000 stipple dots. (d) 1,000 stipple dots.

(e) 874 stipple dots. (f) 1,000 stipple dots.

Figure 3: Stippling using Secord’s [2] weighted centroidal Voronoi diagrams using a low target stipple count of 1,000 dots. The exact count differs from
this target number due to the point seeding. The images were generated with StippleShop.
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(a) 7,192 stipple dots. (b) 7,804 stipple dots.

(c) 7,979 stipple dots. (d) 7,749 stipple dots.

(e) 6,994 stipple dots. (f) 7,012 stipple dots.

Figure 4: Stippling using Secord’s [2] weighted centroidal Voronoi diagrams using a medium target stipple count of 7,500 dots. The exact count differs
from this target number due to the point seeding. The images were generated with StippleShop.
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(a) 14,384 stipple dots. (b) 18,953 stipple dots.

(c) 17,554 stipple dots. (d) 12,915 stipple dots.

(e) 12,241 stipple dots. (f) 17,530 stipple dots.

Figure 5: Stippling using Secord’s [2] weighted centroidal Voronoi diagrams using the same target stipple count for each of the images that was used by
Mart́ın et al.’s resolution-dependent grayscale approach [3, 4] (Figure 12). The exact count differs from this target number due to the point seeding.
The images were generated with StippleShop.
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(a) Approx. 7,150 stipple dots. (b) Approx. 1,100 stipple dots.

(c) Approx. 8,700 stipple dots. (d) Approx. 6,800 stipple dots.

(e) Approx. 7,100 stipple dots. (f) Approx. 3,250 stipple dots.

Figure 6: Stippling using Schlechtweg et al.’s [6] RenderBots. The stipple count is controlled by the algorithm so we can only provide approximate
stipple counts because the number constantly changes slightly due to the inherent animation. The images were generated with Schlechtweg et al.’s
original tool at a high resolution and then converted to binary form by thresholding.
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(a) (b)

(c) (d)

(e) (f)

Figure 7: Stippling using Balzer et al.’s [7] capacity-constrained approach using a low stipple count of 1,000 dots. The images were generated with
StippleShop.
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(a) (b)

(c) (d)

(e) (f)

Figure 8: Stippling using Balzer et al.’s [7] capacity-constrained approach using a medium stipple count of 7,500 dots. The images were generated with
StippleShop.
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(a) 14,269 stipple dots. (b) 19,405 stipple dots.

(c) 17,044 stipple dots. (d) 12,678 stipple dots.

(e) 12,908 stipple dots. (f) 17,555 stipple dots.

Figure 9: Stippling using Balzer et al.’s [7] capacity-constrained approach using the same stipple count for each of the images that was used by Mart́ın
et al.’s resolution-dependent grayscale approach [3, 4] (Figure 12). The images were generated with StippleShop.
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(a) 43,656 stipple dots. (b) 59,349 stipple dots.

(c) 52,077 stipple dots. (d) 38,895 stipple dots.

(e) 39,618 stipple dots. (f) 53,687 stipple dots.

Figure 10: Stippling using Kopf et al.’s [8] Wang tiling. The images were generated with Kopf et al.’s original tool.
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(a) (b)

(c) (d)

(e) (f)

Figure 11: Stippling using Kim et al.’s [5] example-based approach, using their captured stipple profile and their code which was included into
StippleShop. For this purpose we resized all source images to 4096 × 4096 using Gimp’s cubic interpolation.
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(a) 14,269 stipple dots. (b) 19,405 stipple dots.

(c) 17,044 stipple dots. (d) 12,678 stipple dots.

(e) 12,908 stipple dots. (f) 17,555 stipple dots.

Figure 12: Stippling using Mart́ın et al.’s [3, 4] resolution-dependent grayscale approach. The images were generated with StippleShop, using the target
size of 65mm × 65mm and the target resolution of 300 ppi using grayscale output.
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(a) 14,269 stipple dots. (b) 19,405 stipple dots.

(c) 17,044 stipple dots. (d) 12,678 stipple dots.

(e) 12,908 stipple dots. (f) 17,555 stipple dots.

Figure 13: Stippling using Mart́ın et al.’s [3, 4] resolution-dependent grayscale approach. The images were generated with StippleShop, using the target
size of 65mm × 65mm and the target resolution of 1200 ppi using black-and-white output.
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(a) 28,458 stipple dots. (b) 41,129 stipple dots.

(c) 71,006 stipple dots. (d) 40,026 stipple dots.

(e) 34,943 stipple dots. (f) 21,288 stipple dots.

Figure 14: Stippling using Li and Mould’s [9] structure-dependent approach. The images were generated with StippleShop.
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