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A B S T R A C T

The increase in computational power available in computers over the
past decades allows researchers to run simulations with an increas-
ing amount of grid points. While this improves the accuracy of the
simulation results, it poses a challenge when visualizing these results.
Traditional flow visualization techniques such as Line Integral Con-
volution (LIC) require a lot of time to generate the corresponding
representation of the flow. Furthermore, visualizing these representa-
tions is also demanding. Therefore, other representations of fluid flow
have been proposed, such as streamlines and flow topology represen-
tations. These methods reduce the amount of data which is visualized
and thereby increase performance, but the resulting visualization
might be more difficult to understand.

In this thesis we describe an abstraction space for fluid flow visu-
alization. The goal of this abstraction space is to allow continuous
transitions between different representations of the flow, where each
representation corresponds to a level of structural abstraction. This
abstraction space enables users to understand the relation between
the different representations. Besides structural abstraction, we also
employ techniques which enhance spatial perception for the different
representations. We discuss how to enable a continuous transition
between different fluid flow representations and how this structural
transition can be combined with the techniques to enhance spatial
perception. Throughout this thesis, we present results created with
our realization of the abstraction space.
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1
I N T R O D U C T I O N

For a long time, researchers have been interested in studying the be-
haviour of fluids around objects. For example, the flow of air around
an airfoil or water in a water way are cases which need to be un-
derstood in order to create the most efficient or sturdy solution. The
oldest way to study these phenomena is by doing experiments. For the
previous examples this can be done in a wind tunnel or using scale
models, as shown in Figure 1a and Figure 1b respectively. However,
these methods require a lot of time and are not always accurate since
some physical phenomena will not appear at the size of the model.

(a) (b)

Figure 1: Two examples of flow experiments: (a) airflow past an airfoil, visu-
alized by releasing smoke, (b) water through a water way.

An alternative approach to gain insight into flow behaviour is by
using the Navier-Stokes equations which describe the motion of fluids
[Batchelor, 1967]. However, Navier-Stokes equations can only be solved
by hand when they are simplified. Therefore, people try to solve
these equations using computers because this approach is faster than
performing experiments and more accurate than both experiments
and manually solving the simplified Navier -Stokes equations.

Solving the Navier-Stokes equations can be done using several
techniques from numerical mathematics, such as finite differences
[Chorin, 1968] or finite elements [Girault and Raviart, 1986]. For all
techniques, an increase in accuracy comes with an increase in compu-
tational complexity. To obtain sufficient resolution of the flow details,
the number of grid points on which the simulation is performed
needs to be increased. The increasing computational power available
in modern computers allows researchers to run simulations with an
increasing amount of grid points, allowing a better insight in, for
instance, turbulent flow.
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(a) (b)

Figure 2: Two examples of commonly employed flow visualization tech-
niques: (a) two-dimensional Accelerated Unsteady Flow Line Inte-
gral Convolution, an improvement upon LIC, from Liu and Moor-
head [2005], (b) three-dimensional streamlines showing the flow in
the vicinity of a block, from Mattausch et al. [2003].

As a means to study the results of the flow simulations, often images
or movies are created to depict phenomena in the flow that are of
interest to the user. For example, Line Integral Convolution (LIC) by
Cabral and Leedom [1993] can be used to visualize the flow pattern
along a plane as shown in Figure 2a. This image is created using an
improved version of the technique by Liu and Moorhead [2005] where
a noise texture is smeared out according to the direction of the flow,
providing a general overview of the flow behaviour. This technique
has also been applied to three-dimensional datasets, for example, by
Helgeland and Andreassen [2004].

Other techniques that are traditionally used to visualize flow be-
haviour are stream lines [Jobard and Lefer, 1997] and stream surfaces
[Hultquist, 1992]. For these techniques, a seed point or a more complex
object in the case of flow surfaces is inserted into the flow and moved
along the flow. This results in lines or surfaces which show the pattern
of the flow as can be seen in Figure 2b. For small simulations it is also
possible to study flow behaviour by showing the flow’s vector field.

While the increasing resolution of the flow simulations provides a
higher accuracy of the results, the visualization of the data becomes
more complex. For instance, studying the vector field becomes difficult
due to occlusion effects and the vectors on the outer regions occlude
view of the vectors in the inner part of the data. Another factor that
increases when the resolution of the simulation data increases is the
computation time for techniques such as LIC, especially for three-
dimensional data sets. Several techniques have been proposed to
improve LIC, reducing both computational time and occlusion issues
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[Helgeland and Andreassen, 2004; Liu and Moorhead, 2005; Stalling
and Hege, 1995].

Another approach to visualizing large data sets is applying ab-
straction, for instance, by only displaying regions that meet a certain
criterion and tracking these over time [Post et al., 2003]. The amount of
data that is displayed can also be reduced by determining the topologi-
cal skeleton of the data set and visualizing this [Helman and Hesselink,
1989, 1991]. Abstraction using flow topology has also been applied to
three-dimensional simulation results by Theisel et al. [2003], who also
introduce the concept of saddle connectors which are streamlines that
connect topologically interesting points in the flow.

Through abstraction, the amount of data to be displayed can be
reduced, reducing occlusion issues and increasing the speed of the
visualization [van der Zwan et al., 2011]. However, when solely using
the abstracted form of the data, the context is lost and the abstracted
form itself might be difficult to understand to inexperienced users.
This is not only the case when applying abstraction to results of a
fluid flow simulation but also for molecular data.

(a) (b)

Figure 3: Two examples using the molecular visualization abstraction spaces,
both from van der Zwan et al. [2011]: (a) combination of two
levels of structural abstraction, (b) focus and context by combining
different levels of structural abstraction with different visual styles.

Previously, we have developed a technique for the interactive control
of abstraction for protein data [van der Zwan et al., 2011]. We defined
an abstraction space which allows continuous transitions through sev-
eral stages of abstraction, going from a completely un-abstracted rep-
resentation to a fully abstracted form. Besides providing continuous
structural abstraction, the abstraction space for molecular visualization
also allows users to change the visual style of the resulting image on
a continuous scale. The visual style is controlled through two axes,
one which adds depth cueing techniques and a second axis which
controls the level of “illustrativeness”. The level of “illustrativeness”
ranges from photorealistic to black-and-white images. Applying the
levels of abstraction locally allows users to create images where focus
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is applied to the regions that are of interest, while retaining the rest of
the molecule as context, as shown in Figure 3.

Inspired by the approach used to deal with abstraction for molecular
data, we developed an abstraction space for fluid flow data. Similar
to the abstraction space for molecular visualization, the abstraction
space for fluid flow visualization provides interactive control of the
level of abstraction applied. Besides allowing the user to select a
global level of structural abstraction, we also allow to use a less
abstracted visualization as context as shown in Figure 4a. We also
provide additional techniques to enhance the perception of spatial
relations in the resulting image as demonstrated in Figure 4b.

(a) (b)

Figure 4: Two examples using the fluid flow visualization abstraction spaces:
(a) behaviour in a region of interest with context, (b) use of spatial
perception enhancement techniques to show flow behaviour in a
region of interest.

The remainder of this thesis is structured as follows: First, we discuss
related work in Chapter 2. We start by giving an overview of important
concepts in flow simulation, followed by an overview of abstraction in
illustrative visualization and illustrative rendering techniques which
are relevant for flow visualization. These flow visualization techniques
are the topic of the last section in this chapter.

Chapter 3 describes the abstraction space for fluid visualization.
First, we discuss the benefits of different flow representations. Then,
we discuss how these representations can be combined to create a
continuous transition and how this can be combined with technique
to enhance spatial perception. Finally, we discuss two extensions to
the abstraction space.

We discuss our realization of the abstraction space in Chapter 4

starting with the realization of the different flow representations.
For each representation we discuss how to apply the appropriate
techniques to enhance spatial perception. We conclude this chapter
by describing how we realized the transitions between the different
representations and the integration of the extensions presented in the
previous chapter.
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Visual results are presented in Chapter 5 as well as performance
measurements and informal feedback. Finally, we discuss the results
and suggest future work in Chapter 6.





2
R E L AT E D W O R K

This chapter gives an overview of work relevant for our research.
First, we give a summary of some methods from computational fluid
dynamics and flow properties that might help in understanding our
research, in Section 2.1. After that, we discuss relevant illustrative
rendering techniques and the application of abstraction in illustrative
rendering in Section 2.2. Finally, we present an overview of flow
visualization techniques in Section 2.3.

2.1 flow simulation

The Navier-Stokes equations that describe the motion of fluids can only
be solved analytically in special, simplified cases as mentioned before.
Therefore, computers are used to solve the Navier-Stokes equations.
We give a short description of two methods which can be used to solve
the Navier-Stokes equations, finite differences and finite elements.
These two techniques are somewhat different from each other but
have in common that the running time of a simulation increases when
we want to increase the accuracy of the solution.

When applying finite differences to solve a partial differential equa-
tion such as the Navier-Stokes equation, the partial derivatives in the
equation are approximated [Chorin, 1968]. There are many ways in
which theses derivatives can be approximated, with every method
having a different accuracy which increases with the complexity of the
approximation in most cases. The accuracy can also be influenced by
the number of grid cells used for the simulation. Using more grid cells
in the same domain results in smaller grid cells and a higher accuracy
of the approximations and, therefore, provides a higher accuracy of
the solution of the equation. However, increasing the number of grid
cells also increases the time required to find a solution. The simulation
results we use in our reference implementation are all calculated in
this way.

Using finite element to solve a partial differential equation requires
the domain to be divided into small parts called the finite elements on
which the equation is solved [Girault and Raviart, 1986]. These finite el-
ements can be, for example, triangles or quads in the two-dimensional
case or tetrahedra or cubes when trying to find a three-dimensional
solution. In contrast to using finite differences, the equation is first
rewritten into a problem where a function needs to be found that
solve an integral formulation called the weak formulation. Using a de-
composition of the solution into basis functions, the integral can be

7
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solved for every finite element after which the local solutions can be
combined to form the global solution of the equation. The accuracy
of this solution is influenced by the type of the used basis functions
and increases when more complex basis functions are used, but using
elements of a different size also influences the accuracy. Again, the
time required to find a solution increases with the accuracy of this
solution.

2.2 illustrative rendering and abstraction

Studying the results of a flow simulation directly is difficult for small
domains and impossible for large domains, since it is too hard to
see all the effects by studying the raw data. Therefore, the results are
often visualized using flow visualization techniques as discussed in
Section 2.3. In this section we discuss some more general visualization
techniques which are also used in flow visualization.

Illustrative rendering is a subfield of non-photorealistic rendering
(NPR) which takes inspiration from traditional illustration techniques
[Rautek et al., 2008]. Gooch and Gooch [2001] and Strothotte and
Schlechtweg [2002], for example, give an overview of NPR techniques.

Illustrative rendering covers a wide field of techniques, which can
be focused on creating artistic images [Nienhaus and Döllner, 2004]
or aid the understanding of scientific data such as geometric data
[Patel et al., 2008] or protein data [Weber, 2009; van der Zwan et al.,
2011]. In scientific visualization, illustrative rendering is often used to
enhance the visualization such as providing the users with depth cues
or indicating regions of interest.

2.2.1 Volume visualization

While volume visualization in itself is not an illustrative rendering
technique, it is often combined with these techniques to create images
which show only the important parts of the volume and, therefore,
are not photo-realistic. Traditionally, volume visualization (or volume
rendering) is used most often in medical applications to visualize the
data acquired using, for example, MRI scanners [Zhang et al., 2011].
The goal of volume visualization is to create a two-dimensional image
showing the three-dimensional input volume, or parts of this volume.
For example, Rezk-Salama et al. [1999] allow the investigation of three-
dimensional fluid volumes through the use of clip planes. Hadwiger
et al. [2005] introduced a hardware-accelerated technique to visualize
regions with the same value, called isosurfaces, in the dataset as shown
in Figure 5a.

The volume rendering techniques that are relevant to our work are
the direct volume rendering techniques. These techniques create a two-
dimensional image from three-dimensional data without computing
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(a) (b)

Figure 5: Two examples of volume visualization: (a) Isosurface, from Had-
wiger et al. [2005]. (b) Maximum Intensity Projection, from Parker
et al. [1999].

any intermediate representations [Kaufman and Mueller, 2005], as
opposed to, for instance, surface rendering techniques.

The first volume rendering techniques using graphics hardware
were introduced by Cullip and Neumann [1993] and Cabral et al.
[1994]. Most modern direct volume renderers are based on ray-casting
introduced by Levoy [1988]. With ray-casting, a ray is computed
through the image plane for every pixel on this image plane. If this
ray hits the volume the resulting value of the pixel on the image
plane will be a function of the values of the volume along this ray.
This ray function can be the maximum value encountered along the
ray, resulting in the maximum intensity projection Wallis et al. [1989].
However, the ray function can also simulate the behaviour of a real
light ray travelling through the volume, in which case it is called a
compositing function.

Regardless of the choice of ray function we also need a way to map
the values of the volume data (or intensity) to color and opacity in the
resulting image. The function which does this is called the transfer func-
tion. The final color of the image pixel is determined by a combination
of the ray function and the transfer function. For maximum intensity
projection, the transfer function is applied to the maximum intensity
found by the ray function, while for the compositing ray function the
values of the transfer function corresponding to intensities along the
ray are blended to create the final pixel color.

While the combination of a suitable transfer function and ray func-
tion can give a good view of the relevant data inside the volume,
the resulting images do not show the shape of the three-dimensional
objects in the volume. Therefore, global shading models are commonly
applied. Most of these global shading models work by approximating
the local gradient and use this in a traditional shading model such as
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Phong shading [Phong, 1975]. Figure 5a and Figure 6a show examples
of shaded volume rendering. For the current research, we do not use a
global shading model because they are computationally expensive and
we can apply some of the computationally less-expensive methods
presented next.

(a) (b)

Figure 6: A comparison of shaded volume visualization with and without
halos, from Bruckner and Gröller [2007]: (a) Without halos, (b) With
halos.

2.2.2 Enhancement of spatial perception

For the volume rendering techniques discussed in the previous section,
the use of global shading models might help convey the shape of
objects, but spatial relations are not always clear. Bruckner and Gröller
[2007] propose the use of flexible volumetric halos to enhance perception
of spatial relations in volume rendered images. These volumetric halos
are inspired by halos used in traditional illustration such as medical
illustration but can also be applied to technical images as shown in
Figure 6b. The halos in this example emphasize the shape and depth
relations of individual parts because the halos block the objects further
away from the viewer.

Halos are not only used for enhancing depth perception in volume
visualization. Since their introduction to computer graphics by Appel
et al. [1979], halos have been applied in different application domains.
For example, halos are used to enhance perception of spatial relations
for line drawings [Elber, 1995; Everts et al., 2009] or the spatial relations
of atoms in molecular visualization [Tarini et al., 2006; van der Zwan
et al., 2011].

Besides using halos, Tarini et al. [2006] and van der Zwan et al.
[2011] use shadows to enhance spatial perception. These shadows are
calculated using ambient occlusion, a technique used to approximate
the amount of ambient light reaching a point on the object [Kajiya,
1986]. Ambient occlusion is calculated by determining how much light



2.2 illustrative rendering and abstraction 11

(a) (b)

Figure 7: A comparison of molecular visualization with (a) and without (b)
ambient occlusion, from Tarini et al. [2006].

from the environment (ambient light) can reach each point on the
surface. This results in dark regions which are hard to reach for the
light and lighter regions, enhancing spatial perception as shown in
Figure 7. Although ambient occlusion is computationally expansive
to compute, it can be precomputed for static geometry. Since the
continuous transition between representations results in changing
geometry, we would have to compute the ambient occlusion again for
each level of structural abstraction so we chose not to use ambient
occlusion.

2.2.3 Abstraction

In their paper about illustrative visualization, Rautek et al. [2008]
distinguish two forms of abstraction: low-level and high-level abstrac-
tions. Low-level abstractions focus on how to render features of interest,
without changing geometry. For example, the suggestive contours
introduced by DeCarlo et al. [2003] which convey the shape of an
object by highlighting contours as shown in Figure 8a.

High-level abstractions deal with what to render [Rautek et al., 2008],
some parts of the data might be removed from the visualization to
reveal other, more important parts. In contrast to low-level abstractions,
high-level abstractions might visualize parts of the data in different
positions then they are originally. For example, the volume splitting
technique described by Islam et al. [2007] is able to move certain
parts of volume data to reveal important information which would
otherwise be occluded.

Van der Zwan et al. [2011] combine both low-level and high-level
abstraction in their abstraction space for molecular visualization. This
abstraction space has three axes which control how the molecule is
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(a) (b)

Figure 8: Two forms of abstraction: (a) low-level abstraction: suggestive con-
tours, from DeCarlo et al. [2003], (b) high-level abstraction: volume
splitting, from Islam et al. [2007].

visualized. The first axis controls the level of structural abstraction
and determines which atoms and bonds in the molecule are shown
and what they look like being an example of high-level abstraction.
The second axis controls the level of enhancement of structural percep-
tion: dependent on this level, ambient occlusion and halos are added,
providing depth cues to the user. Since the second axis deals mostly
with how things are drawn it is an example of low-level abstraction,
just as the third axis which allows to choose a drawing style, rang-
ing from photo-realistic to black-and-white images. This abstraction
space for molecular visualization was the inspiration for the fluid flow
abstraction space created during this research.

2.3 flow visualization

An important distinction in flow visualization methods is the time-
dependence of the input data. Methods that use time-independent
data are in general able to achieve a higher frame rate due to the fact
that less data transfer is needed, whereas time-dependent data needs
to be updated (at least partially) for each time step. Laramee et al.
[2004] refer to techniques using huge time-dependent (also referred to
as unsteady) data as one of the areas in flow visualization that need
additional work.

In their paper describing the state of the art in flow visualization,
Laramee et al. [2004] divide the field of flow visualization into four
categories, depending on the different needs of the users:

• Direct flow visualization: The visualization is based directly on the
raw flow data.
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• Dense, texture-based flow visualization: A texture is computed from
the flow data, which is then used to create a dense representation
of the flow, similar to direct flow visualization.

• Geometric flow visualization: Geometric objects, for example, lines
or surfaces, are used to represent properties of the flow.

• Feature-based flow visualization: Special features are extracted from
the flow data and used to visualize the flow.

Figure 9 gives a graphical overview of this classification. In the
following sections, we will discuss each of these categories in detail as
well as give examples for all categories.

Figure 9: Classification of flow visualization techniques and their relation to
the input data, from Laramee et al. [2004].

2.3.1 Direct flow visualization

Flow visualization techniques that make direct use of the flow data
are referred to as direct flow visualization techniques. For these tech-
niques, no preprocessing is performed on the data before visualization,
where techniques from the other categories all require some form of
preprocessing.

According to Hauser et al. [2003], an intuitive and commonly used
direct flow visualization technique is color coding. Using color coding,
important flow properties such as flow direction, flow magnitude,
or pressure are mapped to colors. For two-dimensional data, this
results in an easy to understand visualization of the data. However,
when displaying all available data for three-dimensional data, the
information on the outside of the flow domain will occlude the inner
part of the domain. Schulz et al. [1999] solve this problem by allowing
the user to place a measurement probe in the region of interest. This
measurement probe can either be a slice or a cube, resulting in a
two-dimensional or three-dimensional color coded representation of
the local flow, respectively, as shown in Figure 10a.
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(a) (b)

Figure 10: Two examples of direct flow visualization: (a) Flow of air past
the wheel housing of a car. Volume rendering on slices defined
by a cubical measurement probe, with colors indicating the flow
velocity, from Schulz et al. [1999]. (b) Glyph visualization of a
weather dataset. The arrow in the upper-left corner indicates the
studied direction, from Boring and Pang [1996].

Another method to visualize vector fields is displaying the vectors
using glyphs such as arrows or spheres [Hauser et al., 2003] where
properties of the flow can be mapped to properties of the glyphs. For
example, when using arrows, these can point in the direction of the
flow and their length can be proportional to the magnitude of the flow
at that point. This technique can also be combined with color coding
of the glyphs to visualize more flow properties such as pressure or
vorticity. Similar to the color coding method, glyphs also suffer from
occlusion issues. This problem has been addressed, for example, by
Boring and Pang [1996] by highlighting vectors based on directional
information. The user selects a direction and vectors that point in a
different direction will appear dimmer, placing the focus on vectors
that point in the selected direction as shown in Figure 10b. In this
research we do not use direct flow visualization, although we use color
to show properties of the flow in combination with other visualization
techniques. The vector highlighting technique by Boring and Pang
[1996] was the inspiration to use fog as depth-cueing technique.

2.3.2 Dense, texture-based flow visualization

Dense, texture-based flow visualization techniques derive a texture
from the flow data, which is used to visualize flow behaviour. One
of the first dense, texture-based flow visualization techniques is spot
noise, introduced by van Wijk [1991]. The name of the technique
comes from the spot primitives which are at its core and the fact
that these spots are randomly distributed over the domain. Similar to
the glyphs mentioned before, properties of the spots can be derived
from properties of the flow. Depending on the choice of spot and the
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mapping of flow properties to spot properties, different aspects of the
flow can be studied on a global level as shown in Figure 11.

Figure 11: Spot noise, an example of dense, texture-based flow visualization,
from van Wijk [1991]. The colors show the value of a scalar field,
while the spot noise depicts attributes or interpretations of the
data: (a) Spot type indicates sign, (b) Variance of texture scaled
by norm of the gradient, (c) Spots stretched according to flow, (d)
Spots stretched according to velocity potential.

Images similar to Figure 11c can be created using a technique devel-
oped by Cabral and Leedom [1993] called line integral convolution (LIC).
The LIC method uses a vector field and a white noise texture as input.
For every pixel, a local forward and backward streamline is derived
from the vector field. The intensity of a pixel is calculated by integrat-
ing over this streamline while using an appropriate kernel. Several
enhancements have been introduced to this basic LIC algorithm. For
example, Forssell and Cohen [1995] extend the method to curvilinear
surfaces and time-dependent flow and use texture mapping hardware
to run it in real time.

While the images created with spot noise and LIC might look
similar at first glance, there are, however, differences between the
results created with these two methods as shown in Figure 12. The
image generated with spot noise provides better understanding of the
flow magnitude because this directly affects the stretching of the spots,
resulting in high contrast between images with slow and fast flow. The
basic LIC technique, on the other hand, does not show magnitude since
only the (normalized) direction of the flow is used during computation.
However, LIC has the advantage that the direction of flow is also
visible for regions with low velocity. Since we can use different cues to
show the magnitude of the flow, for instance using color we choose to



16 related work

use the LIC technique as it is harder to encode direction information
in the spot noise representation.

(a) (b)

Figure 12: A visual comparison between (a): spot noise and (b): LIC, from
Laramee et al. [2004].

One of the major disadvantages of the original LIC method is the
computational time needed to create the resulting texture, especially
when applied to three-dimensional data sets. Therefore, Stalling and
Hege [1995] propose a different way of computing the LIC texture,
which they call fast-LIC. They report their method to be an order of
magnitude faster than previous methods [Stalling and Hege, 1995].
This reducing of the size of the visualized volume is a form of abstrac-
tion which is made necessary by the occlusion issues that occur for
non-abstracted representations.

Applying LIC to three-dimensional data sets leads to occlusion
issues when using a dense input texture. Interrante and Grosch [1998]
propose to use a sparse input texture which only has points in the
chosen region of interest (ROI). Using a sparse input texture results
in an image where we can also look inside the LIC volume, instead
of resulting in a solid LIC image where only the outer surface is
visible. They add halos to the resulting image by performing LIC
simultaneously over two input textures, using the second texture
for halo computation. Helgeland and Andreassen [2004] also use
sparse input textures but change the transfer function of the volume
visualization to generate limb-darkening halos as shown in Figure 13a.
Since changing the transfer function is less computationally expensive
then computing a second LIC volume and some of the depth cueing
techniques mentioned before such as ambient occlusion we use these
limb-darkening halos for our technique.

Another dense, texture-based flow visualization technique is Image
Based Flow Visualization (IBFV), introduced by van Wijk [2002]. This
technique has been designed to make use of graphical hardware and
works by warping the image of the previous frame according to the
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flow field while blending in a new white noise image. Streamlines or
particles can be simulated using dye injection, also for time-dependent
data. While the original method uses two-dimensional data, IBFV has
been extended to two-dimensional surfaces in three-dimensional data
by van Wijk [2003] and to complete three-dimensional data sets by
Telea and van Wijk [2003]. An example of three-dimensional IBFV can
be seen in Figure 13b. We chose not to use IBFV for our abstraction
space because other techniques such as seed LIC provide a better
perception of the spatial relations when combined with depth-cueing
techniques such as the limb-darkening halos.

(a) (b)

Figure 13: Two examples of three-dimensional dense, texture-based flow visu-
alization techniques: (a) seedLIC, from Helgeland and Andreassen
[2004], (b) 3-D IBFV, from Telea and van Wijk [2003].

2.3.3 Geometric flow visualization

McLoughlin et al. [2010] give a comprehensive overview of geomet-
ric flow visualization techniques. As the name suggests, geometric
methods compute geometric objects which represent flow behaviour,
commonly as preprocessing step. These computation start from a set
of seeding points from which streamlines are computed. The com-
puted streamlines can then be visualized directly or used to create
other geometric objects such as stream surfaces, for example.

The placing of seed points in the domain is very important since
incorrectly placed seedpoints can lead to visual clutter and occlusion
problems [McLoughlin et al., 2010]. Jobard and Lefer [1997] propose
an image-based technique to solve the clutter problem for streamlines
in two-dimensional images. Their method allows the user to select an
appropriate maximum distance between streamlines which is used as
a threshold for the insertion of new streamlines. The new streamline is
only inserted if the distance to all its neighbours is above this threshold.
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Jobard and Lefer [2001] also have extended their technique to support
varying levels of line density, allowing the line density to be influenced
by flow properties such as the velocity.

Mattausch et al. [2003] have expanded the streamline placement
techniques by Jobard and Lefer [1997, 2001] to three-dimensional data
sets. Their technique also allows the interactive selection of streamline
density, either by the user or based on flow properties. They use the
illuminated streamlines technique, introduced by Zöckler et al. [1996],
to render the streamlines. This technique allows the generation of
streamlines which are drawn as lines to be shaded as if they were
tubes, aiding users in better perceiving depth relations between the
streamlines. Mattausch et al. [2003] expand the illuminated streamlines
technique with halos to further enhance depth perception, as shown
in Figure 14a. We use streamlines as one of representation of the fluid
flow in our abstraction space, but do not use the global illumination.

(a) (b)

Figure 14: Two examples of geometric flow visualization techniques: (a) Illu-
minated streamlines with halos, from Mattausch et al. [2003], (b)
Smoke surface showing the flow on a block, from von Funck et al.
[2008].

Another commonly used geometric primitive used to visualize flow
is the stream surface [Hultquist, 1992]. Stream surfaces are computed
by seeding a line into the flow and integrating this line according to the
flow. This new front line is then connected to the previous front line,
resulting in a surface showing flow behaviour after several integration
steps. During the integration, the streamlines that together form the
stream surface might converge or diverge. Hultquist [1992] proposes
a technique for dynamic removal and insertion of particles to keep
the density of triangles in the surfaces fairly constant. Von Funck et al.
[2008] propose a technique for visualizing time dependent data called
smoke surfaces which does not require point insertion and removing.
They avoid these expansive operations by using the distance to other
points to guide opacity instead of triggering an insertion or deletion
of a new point. An image created using their technique is shown in
Figure 14b. Integration of streamlines is used in the computation of
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a representation used in our abstraction space and there we use the
techniques for dynamic removal and insertion of particles proposed
by Hultquist [1992].

2.3.4 Feature-based flow visualization

Similar to geometric flow visualization techniques, feature-based flow
visualization techniques apply pre-processing to the data prior to
visualization. In this pre-processing step, relevant features in the data
are extracted. Features are (physical) phenomena or structures which
are present in the data set [Post et al., 2003]. For example, these features
can be critical points [Helman and Hesselink, 1989] or vortices [Banks
and Singer, 1994] in the flow.

The features extracted from the flow data can be used as the basis for
an abstracted visualization of this data, or enhance the visualization
by making users aware of the detected features. An example of the
latter is presented by Sadarjoen and Post [1999], whose technique is
capable of detecting vortices and uses icons to indicate these vortices
during visualization.

Helman and Hesselink [1989, 1991] introduced the idea of using
vector field topology for fluid flow visualization. They presented a
technique to extract critical points and proposed icons to visualize
the different types of critical points in two-dimensional flows. Tric-
oche et al. [2001] propose a technique to simplify the topology by
removing pairs of critical points according to a user-controlled rele-
vance meausure. When combined with LIC to show the context as
in Figure 15a, this provides a visualization of the topology without
visual clutter and a better understanding of the flow then using only
LIC. The goal of our research is to provide an intuitive way to com-
bine these different representations and thereby enhance the user’s
understanding of the relation between the representations.

(a) (b)

Figure 15: Two examples of topology based flow visualization techniques:
(a) Two-dimensional flow topology where colored spots indicate
critical points and with LIC as context, from Tricoche et al. [2001],
(b) Three-dimensional flow topology, with icons indicating critical
points and saddle connectors, from Theisel et al. [2003].
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Topology detection has also been applied to three-dimensional data
sets, for example by Helman and Hesselink [1991] and Globus et al.
[1991]. While detection of the topology in three-dimensional data is
a straightforward generalization of the detection in two-dimensional
data, visualization is more complicated; only showing the icons for
the critical points does not show any context or relation between
these points. On the other hand, visualizing the surfaces that separate
the regions of uniform behaviour corresponding to the critical points
(seperation surfaces) reintroduce visual clutters, even when applying
transparency [Theisel et al., 2003].

Theisel et al. [2003] propose a technique which shows the connection
between the critical points without suffering from visual clutter or
occlusion issues. Instead of showing the full seperation surfaces, they
only show the streamlines which are the intersections of these sepera-
tion surfaces. They call these streamlines saddle connectors. We use this
technique because we think it can be very useful to researchers since
it shows the most important features of the flow and their relation.

2.4 summary

In this chapter we gave an overview of different flow visualization
techniques and tried to describe the upsides and downsides such as
visual quality, depth perception and computation time of using the
different techniques. We also described some general visualization
techniques that are also applied in flow visualization. Combining the
different flow visualization techniques presented in this chapter allows
researchers to study the flow at different levels of abstraction with
each level providing a different insight. Therefore, we describe how
these techniques can be combined in the next chapter.
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A B S T R A C T I O N S PA C E

The goal of this research is to develop an abstraction space for fluid
flow visualization. This abstraction space for flow visualization has two
axes, the first axis controls structural abstraction and the second one
controls the level of support of spatial perception. The structural abstrac-
tion axis controls which flow visualization technique is used based on
the position along the axis. We describe how we chose the structural
representations and their order along the axis in Section 3.1. Support
of spatial perception is the topic of Section 3.2. Extensions to the global
abstraction space described in these sections are given in Section 3.3.

3.1 structural abstraction

The goal of the structural abstraction axis is to enable the user to
identify and study the important phenomena in the flow by allowing
continuous transition through different representations of the flow.
To provide information about the flow in every point of the domain
there should be at least one representation which covers the entire
domain. Therefore, one of the representation we use is the traditional
LIC visualization of the entire domain (dense LIC volume) introduced
by Cabral and Leedom [1993] as shown in Figure 16a. Combined with
clip planes, this representation can be used to study local behaviour
in detail [Rezk-Salama et al., 1999].

However, often researchers are only interested in the behaviour of
the flow in specific regions such as, for example, regions with a lot of
turbulence. Because we do not want the researchers to visually identi-
fying such regions in a representation which shows the entire domain
(such as the dense LIC volume), we wish to provide a representation
that is capable of showing the behaviour in such a region of interest.
Therefore, we include the sparse seedLIC visualization presented by
Helgeland and Andreassen [2004] on our abstraction axis and allow
users to specify a region of interest based on physical properties of the
flow. Figure 16b shows an example of a region of interest visualized
using seedLIC.

Although the seedLIC representation allows the user to focus on a
region of interest, the resulting image still contains a lot of information
in which the user should manually identify the important informa-
tion. Therefore, we want to provide a representation of the flow that
highlights the points in the flow where special behaviour occurs and
the relations between these points, so the user can understand how
the flow behaves around these points. To this end, we chose to use the
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flow topology visualization with topology connectors introduced by
Theisel et al. [2003] as shown in Figure 16d.

To enable transitions along the axis of structural abstraction, we
need to determine in what order the representations mentioned above
should be placed on the structural abstraction axis. Increasing the
amount of structural abstraction should lead to more abstracted vi-
sualizations, allowing the user to study only the most important
parts of the flow. Therefore, we order the representations according
to increasing abstraction, i. e. first the dense LIC representation, then
seedLIC and finally topology. To enable seamless transition from the
volumetric seedLIC representation to the geometric topology repre-
sentation, we add a fourth representation: streamlines (Figure 16c).
The streamlines show the same region of interest as the seedLIC rep-
resentation because we use the streamlines which were computed
during the seedLIC computation, but they can be combined with
different depth cueing techniques as detailed below. Furthermore, the
transition from streamlines to topology is possible because both are
geometric representations and the topology connectors are a special
case of streamlines.

(a) (b)

(c) (d)

Figure 16: Increasing levels of structural abstraction: (a) traditional (dense)
LIC showing the cylinder in the flow as a black object, (b) seedLIC
in region of interest, (c) streamlines in region of interest, (d) flow
topology with saddle connectors.

We have introduced the different representations we want to use
and discussed an order along the structural abstraction axis which
allow intuitive selection of the required level of structural abstraction.
Now we can describe how the transitions between the different rep-
resentations can be made. The first transition is the transition from
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the traditional LIC representation, which covers the entire domain, to-
wards the sparse seedLIC representation. We can make this transition
by increasing the transparency of the LIC volume as we move along
the structural abstraction axis, thereby revealing the seedLIC volume
inside. This is possible because both the dense LIC volume as the
seedLIC volume are computed using the same basic principle but with
different seed points. For the dense LIC volume, the entire domain
is covered, in contrast to the seedLIC volume which covers only a
small part of the domain. However, the method used to determine the
intensity of a voxel is the same for both LIC representations, the only
difference being the amount of voxels which are covered.

The next transition, from the seedLIC volume to the streamlines
works identical to the first transition; the opacity of the seedLIC vol-
ume is decreased until we only see the streamlines inside the volume.
As mentioned when introducing the streamline representation, these
streamlines are used in the calculation of the seedLIC volume. There-
fore, the streamlines are positioned in the centers of the seedLIC
bundles. When the opacity of the seedLIC volume is reduced, the
streamlines inside the volume become visible.

The transition from streamlines to flow topology is more involved,
because we need to transition from a large collection of streamlines to
a small set of topology connectors and topology icons, using different
visual styles at both ends of the transition. Therefore, this transition
is performed in two stages. During the first stage, streamlines are
removed until only the streamlines that are part of the flow topology,
as saddle connectors, remain. Figures 17a-c provide a visual example
of this transition. The removal of streamlines is based on a measure of
importance. We chose the importance function to be the distance to the
nearest saddle connector, because we found out during testing that this
gives a transition which we experience as fluent and pleasant. When
the level of structural abstraction increases, an importance threshold
is calculated and all streamlines with an importance less than this
threshold are omitted.This importance function first removes stream-
lines which are furthest away from the saddle connectors, removing
the closer streamlines as well when structural abstraction increases.
Other importance function are possible as well, for example, we might
change our distance-based importance function to do precisely the
opposite. Then, first the streamlines close to the saddle connectors
would be removed, placing focus on these connectors, while using
the streamlines further away as context. While this might not lead to
the continuous transition we want to create, this allows researchers to
study the relation between around critical points and behavior further
away.

During the second stage of the transition from streamlines to flow
topology we change the appearance of the saddle connectors while
simultaneously introducing the icons which identify the critical points.



24 abstraction space

(a) (b)

(c) (d)

Figure 17: Detailed transition from streamlines to topology: (a) streamlines,
(b) thinned out streamlines, (c) topology connectors shown as
streamlines, (d) flow topology with topology icons and topology
connectors visualized using a dedicated style.

At the beginning of this stage, the saddle connectors still look like
streamlines (Figure 17c), but they should look like the saddle connec-
tors introduced by Theisel et al. [2003] (Figure 17d). Therefore, when
the structural abstraction increases, the saddle connectors should be-
come wider and orient themselves correctly. At the same time, the
icons used to identify the critical points are blended into the visual-
ization. This is done by adding them as small icons at the start of
this stage and gradually increasing their size such that they have the
proper size at the end of this stage. This makes sure the last transition
results in a proper visualization of the topology.

3.2 support of spatial perception

In visualizations of both volume and line data, the spatial relations
between objects are not always clear, as explained in Section 2.2.2.
Because these spatial relations are important when trying to under-
stand the behaviour of the flow, we provide the user the possibility to
enhance spatial perception. Common approaches to enhance spatial
perception for volume or line visualization are halos [Bruckner and
Gröller, 2007; Everts et al., 2009], global shading models [Tarini et al.,
2006], or object attenuation [Everts et al., 2009; van der Zwan et al.,
2011].
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When deciding which techniques should be used to enhance spatial
perception we have to take into account that these techniques should
not cause any visual discontinuities or artefacts when moving along
the structural abstraction axis. Furthermore, we want to have well-
defined behaviour everywhere along the spatial perception axis for all
stages of structural abstraction, i. e., we should try to avoid regions on
the spatial perception axis where no enhancement of spatial perception
occurs for any stage of structural abstraction.

(a) (b)

Figure 18: Spatial perception enhancement using: (a) halos for seedLIC,
(b) halos and line attenuation for streamlines.

Halos can be applied to the objects in all stages of structural ab-
straction, except for the traditional LIC volume, since this block fills
the entire domain, the addition of halos would not add to support of
spatial enhancement in this case. Therefore, we ignore the halos for the
traditional LIC volume. This means, though, that care should be taken
to avoid visual artefacts when transitioning from the LIC volume to
seedLIC, to which halos can be applied as described by Helgeland
and Andreassen [2004] and Interrante and Grosch [1998]. Figure 18

shows the result of applying halos to the seedLIC and streamlines
representations.

The second technique we use is object attenuation, the further an
object is from the viewer, the smaller it is rendered. This techniques can
be applied for line data such as the streamlines (Figure 18b) and saddle
connectors and also for the topology icons. However, this technique
can not be applied to the tubes of the seedLIC bundles, because their
width is determined by the size of the voxels used during computation;
to change the width of the seedLIC tubes, we should recompute the
seedLIC volume with appropriate voxel sizes. Therefore, we should
recompute the seedLIC volume with different voxels sizes whenever
the distance to the viewer changes.

For the LIC volume, object attenuation is not a useful technique
either, since there is only one object. Therefore, we combine object
attenuation with an adaptation of the technique proposed by Boring
and Pang [1996] used to highlight vector glyphs. Instead of changing
the appearance based on a similarity in direction we use the distance
to the viewer as input and make objects which are further away appear
dimmer resembling fog as shown in Figure 19.
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(a) (b)

Figure 19: Spatial perception enhancement using fog for: (a) dense LIC vol-
ume, (b) seedLIC volume.

We structure the spatial perception techniques along the axis by first
applying object attenuation and fog of distance, increasing the effect
as the level of spatial perception increases. Along the second part of
the axis we apply halos with increasing width. These halos are applied
last, because they occlude parts of the images which are further away,
making the effects of the other techniques redundant when applied
first. Although this means we have a region on the spatial perception
axis which does not influence the dense LIC representation, this is
not a problem because this does not give visual artefacts and only
influences the completely un-abstracted dense LIC volume. When
combined with seedLIC, we see the halos being added to the seedLIC
tubes as shown in Figure 18a.

3.3 extension(s)

The abstraction space as described above allows transitions in struc-
ture and appearance on a global scale, i. e., for the entire data set.
As an extension, we implemented (axis-aligned) clip planes for the
traditional LIC volume and let these clip planes interact with the level
of structural abstraction. Traditional clip planes allow the inspection
of information inside the LIC volume by omitting everything on one
side of the plane. Our clip plane does omit all information from the
traditional LIC volume, but shows the seedLIC structure instead. By
moving the clip plane, the user can study the behaviour in a spe-
cific region, visualized by the seedLIC structure while preserving the
traditional LIC volume as context, as shown in Figure 20.

When studying the result of flow simulation, researchers are often
interested in the magnitude of some physical properties. For example,
when designing a wing for a new airplane, the pressure on this wing is
of great importance. Therefore, we allow the visualization of physical
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(a) (b)

Figure 20: Example of the use of a clip plane revealing the seedLIC volume
inside the dense LIC volume using color to represent different
physical properties of the flow: (a) colored according to vorticity,
(b) colored according to stream magnitude (velocity).

properties in the flow using colors. The user can select between flow
magnitude, pressure, and vorticity because these properties are either
readily available in the data or can be computed from the input data in
a straight-forward manner. Vorticity can be used to determine regions
with a lot turbulence which are often of interest to researchers. Based
on the magnitude of the user-selected flow property we apply colors to
the visualization going from red in regions with minimal magnitude
to yellow in regions with maximum magnitude. Figure 20 gives an
example of the use of color to indicate physical properties of the flow.

3.4 summary

Previously, we discussed different techniques which can be used to
visualize fluid flow. In this chapter we showed how a selection of
these techniques can be used to show the behaviour of the flow at
different levels of abstraction and how the different representations
can be combined to allow continuous transitions between the differ-
ent representations. We also discussed which spatial enhancement
techniques introduced in Chapter 2 can be applied to the chosen flow
representations and how these techniques can be combined along an
independent spatial perception axis.
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R E A L I Z AT I O N

In this chapter we discuss the important aspects of our realization of
the abstraction space for fluid flow visualization presented in Chap-
ter 3. We start with discussing the implementation of the different
flow representations in Section 4.1. After that, we describe how we
realized the transition between these different flow representations in
Section 4.2.

4.1 flow representations

The different flow representations which form the basis of our abstrac-
tion space as discussed in Chapter 3 are diverse in their computation
and visualization, but also share some features. For example, both
LIC and seedLIC result in a volumetric texture which we visualize
using the same volume visualization technique and a nearly identi-
cal transfer function. This transfer function takes the user-selected
flow property into account when determining the color of a point in
the flow volume as described in Section 3.3 and is also applied in a
modified form to the streamlines.

4.1.1 LIC

The original LIC algorithm as introduced by Cabral and Leedom [1993]
calculates how the values of a random input texture are moved along
the flow, resulting in a texture showing the global flow behaviour. For
every voxel x0 in this texture, the intensity I is given by the convolution
integral

I(x0) =

t0+L∫
t0−L

k(t− t0)T(s(t))dt

Here, s(t) is the parametrization of the streamline going through
x0 = s(t0), which is used to find the values along the streamline of
the input texture T . The function k is called the filter kernel of length
2L. The kernel can be used, for example, to reduce the influence of
points further along the streamline, focusing on local effects.

Computing the convolution integral and the needed streamlines
for every voxel in the output texture reveals the behaviour of the
flow in the entire flow domain. However, the computed streamlines
might cover multiple voxels. Therefore, we use the improved fast-LIC
algorithm introduced by Stalling and Hege [1995]. Instead of going
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through all voxels and computing the streamline and corresponding
convolution integral, fast-LIC updates the intensity value of all voxels
which contain part of the streamline. This reduces the amount of
streamline calculations, since it is no longer necessary to compute a
streamline for every voxel. When a voxel is covered by a sufficient
number of streamlines used in the convolution computation for other
voxels, no convolution computation is performed for this voxel, further
reducing the number of streamline computations.

Besides reducing the number of streamline computations, Stalling
and Hege [1995] observe that, for a constant kernel k, the convolution
integral of a point x1 on the streamline close to x0 differs only by two
small correction terms. If we take t1 such that s(t1) = x1 and define
∆t := t1 − t0 as the distance between t1 and t0 (as before, s(t0) = x0)
then:

I(x1) = k

t1+L∫
t1−L

T(s(t))dt

= k

t0+∆t+L∫
t0+∆t−L

T(s(t))dt

= −k

t0+∆t−L∫
t0−L

T(s(t))dt+ k

t0+L∫
t0−L

T(s(t))dt

+ k

t0+∆t+L∫
t0+L

T(s(t))dt

= I(x0) + k

t0+∆t+L∫
t0+L

T(s(t))dt−

t0+∆t−L∫
t0−L

T(s(t))dt


For every consecutive point x on the streamline, we can use this
relation to determine the intensity I(x) instead of computing the
complete convolution integral. Without affecting the visual quality,
the integrals can be approximated using Riemann sums [Stalling and
Hege, 1995], leading to the following equation for the next point along
a discrete streamline representation:

I(xm+1) = I(xm) + k [T(xm+1+L) − T(xm−L)]

where xi is the position of the i-th point along the discrete streamline
and L the length of the discrete filter kernel k. A similar relation can
be constructed for points that lie in backward direction along the
streamline from the seed point.

The resulting three-dimensional LIC volume is visualized using the
hardware-accelerated ray-casting technique mentioned in Section 2.2.1
which we implemented in shaders. Since we deal with a solid block,
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only the boundaries of the volume which are defined by the clip planes
are visible. While a more simple volume rendering technique would
have sufficed, we use ray-casting to allow the transition to the next
abstraction stage (sparse seedLIC) as described in Section 4.2.

For the volume visualization we use a multi-dimensional transfer
function [Kniss et al., 2001] which takes the position in the flow domain
and distance to the viewer as parameters besides the intensity of the
rendered texture. We use the HSV color space to construct the final
color from the input parameters. The intensity of the input texture
controls the value or intensity of the color, revealing the structure of
the LIC volume and, therefore, flow behaviour through differences in
intensity. The saturation of the color is used to give an extra indication
of the structure to the user and to allow for a more fluent transition
to the seedLIC volume, where the structure of the volume is less
well-defined. The parts of the volume close to the viewer are assigned
the highest saturation which decreases when this distance increases,
resulting in bright colors close to the viewer and dimmer colors when
moving further away.

To allow coloring according to a property of the flow, we store these
properties in the different channels of a three-dimensional texture.
When the user selects a property to use for coloring, this is mapped to
the corresponding channel in the texture. Based on the position in the
flow domain, the value of the selected flow property can be read from
this texture and is used to set the hue of the color, ranging from red
for low values to yellow for the highest value occuring in the flow for
the selected property.

4.1.2 SeedLIC

SeedLIC, the second stage of structural abstraction, provides a more
sparse view of the data than the LIC representation used as the un-
abstracted representation of the data. The sparsity of this representa-
tion is a result of using a sparse input texture for the LIC calculation
[Interrante and Grosch, 1998; Helgeland and Andreassen, 2004]. This
sparse input texture is created by randomly distributing points in a
user-defined region of interest based, for example, on the velocity or
vorticity magnitude of the flow.

Fast-LIC can be used to compute a sparse LIC visualization based
on a sparse input texture as proposed by Interrante and Grosch [1998].
However, Helgeland and Andreassen [2004] remark that during the
computation a lot of convolution integrals are computed unnecessarily.
Since a sparse input texture contains a lot of regions where all voxels
are zero-valued the value of the convolution integral over a streamline
in such a region is zero. Therefore, Helgeland and Andreassen [2004]
only compute the convolution integral for streamlines calculated from
the non-zero points in the input texture which are, therefore, referred
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to as seed points. The computation of the intensity uses the same
convolution integral as the fast-LIC technique, but is computed only
for the seed points and points along the streamlines through the seed
points.

(a) (b)

Figure 21: The difference between seedlic without (a) and with (b) applying
an isotropic filter.

Restricting the convolution integral computation to streamlines
through the seed points results in a sparse representation of the re-
gion of interest, which can be computed much faster than the dense
fast-LIC representation [Helgeland and Andreassen, 2004]. However,
seedLIC only updates those voxels which are covered by streamlines
originating from the seed points, in contrast to traditional LIC methods
which calculate the intensity for every voxel in the volume. Because
voxels next to a streamline are not updated when using seedLIC,
aliasing effects can occur, causing the edges of the volume to look
jagged as shown in Figure 21a. We use an isotropic filter to smear
out the intensity values in the volume and create a smooth results
as proposed by Helgeland and Andreassen [2004] and shown in Fig-
ure 21b. Smearing out the texture increases the width of the tubes in
the texture, which could lead to multiple tubes merging together to
one tube which makes it more difficult to see the behaviour of the
individual streamlines which are the basis of these tubes.

However, the visual merging of tubes can be reduced by ensuring
that there is a minimum distance between the seed points. Increasing
the distance between seed points reduces the chance of streamlines
getting too close together and, therefore, the chance that the tubes
will merge. Our seed point placement algorithm ensures that no seed
points are closer together than the minimum distance by checking if
there are points within this distance before inserting a seed point into
the input texture.

We visualize the resulting seedLIC texture using ray-casting as men-
tioned before and extend the transfer function used for the dense LIC
visualization to work for non-dense data and allow the limb darkening
halos proposed by Helgeland and Andreassen [2004]. The first exten-
sion to the transfer function is that we also include an opacity value,
which we set to zero for regions in the texture where the intensity is
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close to zero. When combined with a compositing ray function this
allows us to see through the empty regions in the texture and reveal
those parts of the data that the user identified as relevant. The second
modification to the transfer function is that we no longer directly use
the intensity of the texture to determine the color value, but apply limb
darkening. We do this by introducing a user-defined threshold, which
is influenced by the required level of spatial perception enhancement,
allowing us to have bigger halos for higher levels of spatial perception
enhancement. When the intensity of the texture is above the threshold,
we set the color value to one, else we interpolate linearly between
zero and one based on the texture intensity. Doing the same for the
alpha value results in the limb darkening effect and provides a better
perception of the spatial relations in the resulting image [Helgeland
and Andreassen, 2004].

4.1.3 Streamlines

The streamlines used in the streamline representation are calculated
when performing the seedLIC computation. The streamlines computa-
tion is started at the seed points and uses a fourth-order Runge-Kutta
integration scheme to compute the streamline in both forward and
backward direction as proposed by Stalling and Hege [1995] for their
fast-LIC technique. The streamline computation is stopped when the
length of the streamline has reached a user-defined value, when mov-
ing outside the flow domain, or when moving into the geometry which
might be present in the simulation data.

A last reason to abort streamline integration is when the flow ve-
locity at the current position is so small that, after several integration
steps, we will still be at almost the same position. This situation can
result in (nearly) infinite loops while waiting for the streamline to
reach the user defined length. Therefore, we keep track of the distance
between the last calculated points. When the distance covered dur-
ing the last integration step is less than a pre-defined threshold, the
integration is aborted.

As proposed by Everts et al. [2009] for their depth-dependent halos
technique, we use view-aligned triangle strips to render the stream-
lines. Rendering the streamlines as triangle strips instead of lines has
benefits besides allowing the use of depth-dependent halos. We can
realize line attenuation by changing the width of the triangle strips
based on the distance to the viewer [Everts et al., 2009], which is not
possible using line primitives.

To optimize performance, we use a geometry shader to perform
the conversion from lines to triangle strips, reducing the amount of
data that has to be send to the GPU. The geometry shader is also
responsible for calculating the correct width of the triangle strips
based on the required level of enhancement of spatial perception;
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for line attenuation the width of the strips is reduced based on the
distance to the viewer and for the addition of halos, the strips are
widened to create a region on the strips on which to draw the halos.
Furthermore, we use a modified version of the dense LIC transfer
function to determine the color of the streamlines, based only on the
position in the flow domain and distance to the viewer for depth-
cueing.

4.1.4 Topology

The basis of our topology representation are the first-order critical
points in the flow. Critical points are points p where the velocity field
~v is zero [Helman and Hesselink, 1989]. When using data resulting
from numerical simulation such as the data we use, points where the
velocity field is close to zero can also be critical points due to round
off effects. Furthermore, a critical point with non-zero Jacobian ∇~v(p)
is called a first-order critical point.

Theisel et al. [2003] describe how three-dimensional first-order crit-
ical points can be classified based on an analysis of the eigenvalues
and eigenvectors of the Jacobian ∇~v(p). We call the eigenvalues of the
Jacobian λ1, λ2, and λ3 and order them according to their real parts,
i. e. Re(λ1) 6 Re(λ2) 6 Re(λ3). Now we can distinguish the following
classes of critical points based on the real parts of the eigenvalues:

• Source: 0 < Re(λ1) 6 Re(λ2) 6 Re(λ3)

• Repelling saddle: Re(λ1) < 0 < Re(λ2) 6 Re(λ3)

• Attracting saddle: Re(λ1) 6 Re(λ2) < 0 < Re(λ3)

• Sink: Re(λ1) 6 Re(λ2) 6 Re(λ3) < 0

Depending on the presence or absence of imaginary parts in the
eigenvalues, we can distinguish two subclasses for each of these classes.
When there are no imaginary parts in the eigenvalues for a source,
we call it a repelling node while we call points for which imaginary
parts are present in the eigenvalues repelling foci. For the repelling
focus there is a plane defined by an eigenvector of the transposed
Jacobian matrix on which the point behaves as a two-dimensional
repelling focus, while the repelling node shows the same behaviour
for all planes. A similar subdivision can be made for sinks, where the
points without imaginary parts in the eigenvalues are called attracting
nodes and the subclass with imaginary parts in the eigenvalues are
called attracting foci.

A repelling saddle has a plane where repelling behaviour occurs and
a direction along which the flow moves towards the repelling saddle
point. The behaviour over the plane is determined by the imaginary
parts of the eigenvalues. When there are no imaginary parts, the flow



4.1 flow representations 35

over the plane behaves as a two-dimensional repelling node. Therefore,
these critical points are called repelling node saddle points. When there
are imaginary parts present, the flow along the plane behaves as a
two-dimensional repelling focus and the point is called a repelling focus
saddle. Again, we can apply a similar subdivision for the attracting
saddles, where we call the subclass without imaginary parts attracting
node saddles and the other subclass attracting focus saddles.

The saddle points are used to compute the saddle connectors which
are defined as the intersection of the separation surfaces of a repelling
and an attracting saddle point [Theisel et al., 2003]. Because we are
only interested in the intersection of separation surfaces, we do not
have to store the entire surface. Instead, we store the front line of
the separation surface at the current and the previous integration
step. To begin computation we insert a seeding front line around
the saddle point. Each integration step we advance the front line
by applying forth-order Runge-Kutta integration in the appropriate
direction; forward integration when the originating saddle point is a
repelling saddle, backward integration otherwise.

After we advance the front lines of the surfaces for the current time-
step, we check for intersection of the separation surfaces. Therefore,
we perform a triangulation on the front lines and check the resulting
triangles for intersections with the line segments of the other front
lines. We only check for intersections between separation surfaces
originating from opposing saddle points. For example, one originat-
ing from a repelling node saddle and the other originating from an
attracting focus saddle.

(a) (b)

Figure 22: The result of using different integration directions when com-
puting the saddle connectors: (a) Forward integration from the
repelling saddle, (b) Forward integration from the repelling saddle
and backward integration from the attracting saddle.

When an intersection between separation surfaces has been found,
we know there is a saddle connector between the corresponding
saddle points. To find this saddle connector, we have to integrate in
the correct direction from both saddle connectors for the same number
of integration steps it took to find the intersection. Therefore, we
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store a parameter for each point on the front line that allows us to
reconstruct the position from which it was seeded. This way, when we
find an intersection point, we can compute the saddle connector by
starting the computation at the corresponding seeding points.

Because of the underlying physical properties of the flow, the di-
rection in which we perform the integration of the saddle connectors
is important. Because we applied backward integration to compute
one of the separation surfaces and forward integration to compute
the other one, we cannot assume that starting from the seed point for
the attracting surface and applying backward integration will result
in a point close to the repelling surface. Figure 22 shows the result of
using different integration directions to compute the saddle connec-
tors starting in different points and already demonstrates that both
integration methods do not give us the intended results as explained
in more detail in Chapter 5.

The visualization of the topology consists of two parts, first we draw
icons to show the detected saddle points. These icons are drawn on
a plane given by the appropriate eigenvectors for the type of critical
points as described by Theisel et al. [2003]. We use a texture to show the
difference between node and focus saddle points, while we use color
to distinguish between repelling (red) and attracting (blue) saddle
points. The saddle connectors are drawn as triangle strips similar to
the streamlines, to allow both halos and line attenuation.

4.2 structural abstraction

Now we have discussed how we compute and visualize the different
flow representations, we will present how we make the transition
between them. The first transition is from traditional dense LIC to
seedLIC, which are both volumetric representations of the data. As
described above, we use ray-casting to visualize the textures created
using these techniques. Instead of using ray-casting to create an image
of the two texture and trying to blend between these images, we
modified the ray-casting algorithm to blend between the two textures
in one pass.

Our ray-casting algorithm results in the correct visualization based
on the given level of structural abstraction as well as the clip planes
described in Section 3.3. To do this, we modified the ray-casting
shader used to visualize the seedLIC texture to keep also track of
the projection of the LIC texture. We implement the clip planes by
modifying this projection of the LIC texture. Instead of using the value
on the border of the LIC volume as defined by the clip planes, we
keep moving along the ray until we hit the boundary of the flow
domain. While we do this, we blend in the values for the seedLIC
volume, revealing the seedLIC structure in the region defined by the
clip planes.
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The final projection of the two LIC textures is a linear combination
of the two projections based on the level of structural abstraction.
When no structural abstraction is applied, we use only the dense LIC
projection while we use the seedLIC projection at the other end of
this transition. When defining the transfer function for our seedLIC
visualization, we made sure the empty regions in the seedLIC texture
are transparent. The combination of that transfer function with this
linear interpolation of the different volume projections results in the
dense LIC representation fading away and revealing the seedLIC rep-
resentation inside when we increase the level of structural abstraction.

We achieve the transition from the seedLIC representation to the
streamlines by reducing the opacity of the seedLIC representation
while we are already rendering the streamlines. By choosing a line
width less then the width of the tubes in the seedLIC visualization, the
resulting transition looks like the outer parts of the tubes disappear
while the streamlines which are inside remain.

The next transition, the thinning out of the streamlines can also
be applied in a straight forward manner. The importance measure
used to determine which streamlines we render is computed in a
pre-processing step. Therefore, during this transition we only need to
determine the importance threshold based on the level of structural
abstraction and render the streamlines which have an importance
higher than the threshold.

During the last transition we introduce the topology icons and
change the appearance of the topology connectors from the style used
for the streamlines to a dedicated topology connector style. For the
icons we can simply increase the size of the planes on which we
render them, starting very small and having the correct size when we
reach full structural abstraction. The change of style for the topology
connectors is achieved by applying a linear interpolation between the
two styles.

4.3 summary

In this chapter we have discussed our realization of the different flow
representations used for our abstraction space as described in Chap-
ter 3. We gave details regarding the computation and visualization
of all realizations. Besides describing the realization of the individual
parts, we also presented how we realized the transitions between the
different representations.





5
R E S U LT S

In this chapter we will present results created with our realization
of the abstraction space for fluid flow visualization. First, we present
example images in Section 5.1, followed by a short discussion on the
performance of the program in Section 5.2. Finally, we report informal
feedback on our technique in Section 5.3.

We have used two different data sets to create images and measure
performance. The first data set show the flow around a cylinder and
is computed on a grid with dimensions 100× 60× 20. The streamline
representation for this data set consists of 953 streamlines and the
topology representation contains 75 critical points and 11 connectors.
The second data set depicts flow around a block and has dimensions
80 × 40 × 40. For this data set there are 1271 streamlines, 30 criti-
cal points and 17 saddle connectors. We created the dense LIC and
seedLIC texture at 4 times the dimension of the input data, applying
tri-linear interpolation to determine the relevant flow properties on
this finer grid to generate images with more detail.

5.1 visual results

The images in Chapter 3 which show the transitions along the differ-
ent axes of the abstraction space are all created with our reference
implementation. In these images we show the cylinder data set and
use color to indicate the amount of vorticity as described in Section 3.3.
The user can also choose to use the color to indicate the velocity as
shown in Figure 23 or use color to indicate the pressure as demon-
strated in Figure 24. While the pressure coloring does not add much
information for the used data set because it is only different where
the flow hits the cylinder. However, the velocity coloring adds extra
information for both the dense LIC volume as well as the streamlines.
Without coloring, these representations only show the direction of
movement but with the addition of colors indicating velocity we can
also see the magnitude of this movement.

Figures 23 and 24 also show the use of the techniques used to en-
hance spatial perception for both the dense LIC and the streamline
representation. In these images we can see the effect of the halos and
attenuation for the streamlines and, to a lesser extent, the effect of
fog for both representation. Figure 25 shows the use of the techniques
to enhance spatial perception for both the seedLIC and the topology
representation of the cylinder data set. The effect of the limb darkening
halos for the seedLIC volume shown in Figure 25a is very different
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(a) (b)

Figure 23: Using color to indicate velocity of the flow in the cylinder data set
represented as: (a) dense LIC volume, (b) streamlines.

(a) (b)

Figure 24: Using color to indicate pressure in the cylinder data set repre-
sented as: (a) dense LIC volume, (b) streamlines.

from the effect of applying the depth-dependent halos as shown in, for
example, Figure 24b. The limb darkening halos emphasize single tubes
in the seedLIC volume, while the depth-dependent halos show which
streamlines are close together besides emphasizing the streamlines
closer to the viewer. This shows that the use of streamlines as repre-
sentation on our structural abstraction axis is not only appropriate to
make the transition from seedLIC to the topology but can enable the
user to discover other aspects of the flow through the use of different
techniques to enhance spatial perception.

(a) (b)

Figure 25: Applying the techniques used to enhance perception of spatial re-
lations to the cylinder data set represented as: (a) seedLIC volume,
(b) flow topology.
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The different representations of the flow are placed along the struc-
tural abstraction axis in the natural order of increasing level of struc-
tural abstraction, with the most detailed representation at the begin-
ning and the most abstract representation at the end. However, for
researchers studying a data set the critical points are points where the
flow shows special behaviour and identify regions that might need fur-
ther study. Therefore, a researcher using the abstraction space might
start with the topology representation to identify these interesting
regions, in this case the flow in the environment of the block (Fig-
ure 26a). Then, the level of abstraction can be decreased a bit adding
more streamlines which show the behaviour in this region as in Fig-
ure 26b. Now it might be interesting to see how the flow behaviour
in this small region around the block influences the behaviour of the
flow further away from the block, so the level of structural abstraction
is decreased further to show more streamlines. At the same time, the
coloring is changed to show the velocity and see if this is influenced
by the behaviour of the flow around the block (Figure 26c). Finally,
the user switches to using seedLIC to show more information of the
flow around the block, while at the same time using the clip planes to
show the seedLIC volume close to the border of the domain as shown
in Figure 26d. The seedLIC volume can now be used, for example, to
study if the velocity at this edge of the domain is influenced by the
behaviour of the flow around the block.

(a) (b)

(c) (d)

Figure 26: Example use case of using the abstraction space for the block data
set: (a) investigate flow behaviour around the critical points using
the topology representation, (b) reduce the level of abstraction
to show some streamlines as context, (c) show more streamlines
and change colors from indicating vorticity to velocity, and (d)
finally, show the full seedLIC volume with a part of the dense LIC
volume as context.
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In the previous example, the last image (Figure 26d) shows an im-
portant aspect of flow visualization in general. The seedLIC algorithm
also generated tubes near the edge of the domain when using vor-
ticity to determine the region of interest. The vorticity in this region
is high due to the choice of boundary conditions for the simulation
and would be different for another choice of boundary conditions.
Using this simulation data for further computation while assuming
the vorticity is only high for the flow around the block could result
in strange results which might be unexplainable until the first data
set is studied in detail. This example shows that flow visualization
should not only be applied to visualize the result but also to verify
the outcome of the simulation, preferably during an early stage of the
simulation so errors can be corrected without having wasted valuable
computation time.

As already indicated in Section 4.1.4, the computation of the saddle
connectors in our realization of the topology representation does not
give the intended results as presented by Theisel et al. [2003]. One
of the problems is indicated in Figure 25b where we can see that the
connectors start at a critical point, but then move to regions where
no critical points are present. The saddle connectors in Figure 26a
are computed using the second method proposed in Section 4.1.4,
but this results in two smooth parts of a connector starting at the
respective critical points being connected by a straight line. However,
for the definition and effectiveness of the abstraction space this does
not matter because the incorrect connectors can still be used as basis
for the thinning. Since the creation of this abstraction space is the
focus of this research and a continuous transition from streamlines
to topology is possible using these incorrect saddle connectors, the
correction of the computation is left for further research. This research
should preferably be conducted in cooperation with numerical math-
ematicians since the incorrect connectors is probably caused by the
used numerical integration methods and the way these methods are
applied.

5.2 performance

We tested the performance of our realization by creating a test program
which rotates the data around and changes the level of enhancement
of spatial perception. Table 1 gives the frame rates achieved for the
different representations. When moving between representations, the
frame rate did not drop further than the minimum frame rate of
the corresponding representations. Therefore, all representations and
combinations along the structural abstraction axis can be rendered
interactively also when combined with the techniques for the enhance-
ment of spatial perception.
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dense lic seedlic streamlines topology

Cylinder 8 – 13 6 – 9 17 – 20 180 – 260

Block 9 – 15 8 – 11 42 – 46 205 – 290

Table 1: Frame rates (frames per second) of the data sets for the indicated
representations of the flow.

The performance measurements are performed on a 2.4 GHz Intel
Core 2 Duo with 2 GB memory and an NVIDIA GeForce 320M with
256 MB video memory running on Mac OS X 10.6.8. The window size
was approximately 1000× 750 pixels of which approximately 75% was
covered for the dense LIC visualization.

In Table 1 we can clearly see the benefits of applying abstraction
with respect to performance since the frame rates increase with the
level of structural abstraction, except for the seedLIC volume. Since
we render the full dense LIC volume without using clip planes for the
performance measurement of the dense LIC rendering we only need
to determine the visualization of the boundary of the dense LIC. How-
ever, for the seedLIC representation the algorithm needs to perform
more computations since there is no clear surface resulting in a lower
frame rate for seedLIC compared to the dense LIC representation.

5.3 informal feedback

During the development of the abstraction space we collaborated with
researchers from the Computational Mechanics and Numerical Mathe-
matics group of the University of Groningen. They provided us with
the data sets used to test our realization and gave feedback on both
the design of the abstraction space and the realization. The use of
colors to show physical properties was a suggestion from one of the
mathematicians during an early demonstration.

During an early meeting one of the researchers commented that he
liked the topology representation because it showed him everything
that was happening in the flow, but that this way of showing the
flow is difficult to understand for people unfamiliar with the depicted
situation. He continued to suggest that it might be easier for people
to understand the abstract topology visualization when they would
be able to transition between this representation and a less abstracted
representation of the flow. In our opinion this shows that the continu-
ous structural transition is an intuitive way of combining the different
representations.





6
D I S C U S S I O N

6.1 conclusion

There exist many different techniques to visualize fluid flow and
only a small collection of these methods is covered in Section 2.3.
However, the discussed methods already show different levels of
abstraction, such as dense, texture-based flow visualization methods
which show flow behaviour in the entire domain. Most feature-based
flow visualization techniques, however, apply a form of abstraction
based on those features of the flow the user is interested in. While the
more abstracted visualization techniques improve performance and
understanding of the behaviour inside interesting regions, information
about the flow in other regions is often lost.

In this thesis we presented a continuous abstraction space for fluid flow
visualization which can be used to continuously transition between
different representations of the flow. Through the continuous change
of the level of abstraction and the corresponding continuous transition
between representations the user can develop an understanding of the
relation between the representations. We showed how the transition
between the different representations can be realized and how we can
extend the abstraction space to interact with clip planes. In Chapter 5

we gave an example of how the continuous structural abstraction can
aid researchers in studying the results of a flow simulation. Further-
more, we discussed different techniques to enhance spatial perception
and showed how these techniques interact with the structural abstrac-
tion.

6.2 future work

Our current realization is capable of achieving interactive frame rates
at all levels of structural abstraction regardless of the level of enhance-
ment of spatial perception. However, the rendering performance for
the volume based representations is significantly lower than the per-
formance for the geometry based representations as shown in Table 1.
Therefore, the overall frame rate might be improved when the vol-
ume renderer algorithm is improved, for instance by subdividing the
seedLIC volume and only rendering non-empty regions.

A downside of the current realization is the amount of pre-processing
time required to compute all different representations of the flow. Re-
ducing the time it takes to compute the representations will allow for
easier fine-tuning of the parameters of the different representations.
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For example, when we change the region of interest of the seedLIC
representation for our example data set, it takes from five minutes
to half an hour to compute the new representation, depending on
the size of the region of interest and the required resolution of the
result. Computing the topology connectors and the dense LIC block
also takes a long time which might be reduced, for example, by us-
ing the computing power of the graphics hardware to compute these
representations or parts of them.

There are also possible enhancements that can be made to our
developed abstraction space. We selected the various used flow visu-
alization techniques because, together, they allow for the continuous
selection of the level of abstraction, but different flow representations
such as stream surfaces might work just as well or perhaps even better.
Stream surfaces cannot be integrated in the current abstraction space
in a straight-forward way but a solution is to allow the user to select
a structural abstraction path. One path would be our current struc-
tural abstraction axis while the second path also starts at the dense
LIC representations but includes stream surfaces and perhaps other
representations related to stream surfaces.

Furthermore, our current abstraction space only considers time-
independent data while researchers are also interested in time-depen-
dent data. The extension of the current abstraction space might help
studying time-dependent data. However, this is not a straight-forward
extension because the user should be able to distinguish which ani-
mation comes from the time-dependence and which animation is part
of a transition in representation. Besides the challenges of visualizing
the three-dimensional data, this is another example of the importance
of optimizing the calculation of the separated representations.
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