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Fig.5: Electrostatic field of a benzene molecule. Fig.6: Detail view of the benzene.

Fig.7: Example of illuminated colored stream lines. Fig.8: Velocity field from a CFD application.

Fig.9: (a) Illuminated stream lines. (b) Flat shaded transparent stream lines. (c) Flat shaded opaque stream lines.

[Zöckler et al., 2007] created with VTK
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[Petrovic et al., 2007]

Figure 6: The three-box selection method in progress. A pre-
selection is made of all fibers that intersect all three boxes. Out of
this pre-selection, only fiber sections that are contained within the
center box are selected for further processing.

Left Cingulum Right Cingulum
Percentile Obs. 1 Obs. 2 Obs. 1 Obs. 2
25 4359.25 4370.25 4969.00 5039.25
50 4801.00 4742.00 5505.50 5513.00
75 5196.75 5329.75 5689.50 5760.00
IQR 837.50 959.50 720.50 720.75

Table 1: 25, 50 and 75 percentiles and the interquartile ranges (IQR)
for the FA measurements by each of the observers on the left and
the right cingulum. The FA measurements have been scaled to the
range [0, 10000].

DTI datasets were acquired of five healthy and five schizophrenic
subjects on a Philips Intera 3 Tesla MRI scanner. The datasets were
acquired along 16 different diffusion directions. Each direction was
scanned twice and averaged to improve the signal to noise ratio.
The scan time was approximately 6 minutes per patient and the final
resolution of the DTI dataset was 2×2×2 mm.

Two users applied the method described above to select the fiber
bundles corresponding with the left and the right cingulum in all
ten datasets. In other words, 40 independent selections were per-
formed. On average, each selection took less than two minutes.

The average FA, or fractional anisotropy, was calculated over
the selected fiber sections, resulting in four FA measurements per
subject. The fiber tracking was performed anew by each user. We
made use of FA due to the specific clinical questions that were being
asked and due to its popularity in clinical DTI literature. In the
future, we will continue our research by investigating other metrics,
both existing and newly developed.

Due to the relatively small sample size, we chose to make use of
non-parametric statistics to analyze our data.

Table 1 shows the 25th, 50th and 75th percentiles as well as the
interquartile ranges (IQR) for the measurements by each of the ob-
servers on the left and on the right cingulum. The interquartile
ranges show that the FA measurement varied significantly over dif-
ferent patients.

For the left cingulum, the non-parametric Spearman correlation
between the two observers was 0.903 and for the right cingulum it
was 0.976, both with a two-tailed significance of less than 0.001.
This shows that the inter-observer correlation is sufficiently high

Figure 7: The main user interface of DTII. A T1-weighted and
T2-weighted anatomical scan are combined using color fusion
(blue/orange). This is used as a background context against which
the fiber selection of the cingulum is performed using the three-box
method.

for the reproducible selection of fiber bundles and subsequent mea-
surement of FA over these selections.

5 THE DTII SYSTEM

The DTII platform was designed to provide functionality for the in-
teractive exploration of DTI data. It was developed in cooperation
with the Academic Medical Centre in Amsterdam. The software
performs full brain tractography as a preprocessing step and al-
lows the user to perform interactive selections on the pre-calculated
fibers by using the techniques presented in section 3. In addition,
other MRI data can be combined with the DTI visualization to pro-
vide context. It supports fusion of anatomical MRI, functional MRI
(fMRI) and DTI data. This data is usually acquired in a single scan-
ning sequence, but with proper registration multiple scans can also
be combined. Figure 7 shows the the main user interface of the soft-
ware. This tool was used in the reproducibility study documented
in section 4.

DTII employs the the TEEM library for all data handling and fiber
tracking. TEEM is an open-source image processing and visualiza-
tion library that also supports tensor processing. Via this toolkit,
DTII offers two types of fiber tracking: fourth-order integration
based streamlines on the primary eigenvectors of the diffusion ten-
sors or tensor lines [8].

All visualization methods in DTII support progressive updates in
order to maintain high frame-rates even during complex manipula-
tions. DTII was written in C++ and is highly portable, depending
only on a few external libraries. Currently, versions for Windows
and Linux are in use. It is complemented by a conversion utility
which can convert both MRI and DTI DICOM series to the native
DTII data format. This facilitates deployment in a medical environ-
ment.

The user interface is customizable so that only the components
relevant to the task at hand are displayed. This greatly eases repet-
itive selection processes, as the user is no longer distracted by su-
perfluous user interface elements.

Feedback from clinical users has been positive.

!"

[Blaas et al., 2005]
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Halos in illustration and visualization

th ree -d imens iona l  lines which  can obscure  any lines tha t  pass  

beh ind  the  halo. 

W h e n  the  lines used  to describe a sur face  fo rm a three  di- 

mens iona l  grid and  the grid spacing is smal ler  t han  the  size of 

the  halo,  t hen  a comple te  h idden  line" e l imina t ion  resul ts .  

This  is i l lustrated in Figure  2. The  haloed line ef fec t  techni-  

que offers several  advantages :  

a - It is easily p rog rammed .  

b - Var ia t ion  of the  halo size enables  control  of 

t ransparency .  

c - T he r e  are vir tual ly no rules  of  topology or su r face  

descript ion.  Real  or implied sur faces  are not  used  and 

need  not  be specified. 

d - T h e  input  to the  ha loed line ef fec t  processor  is a lmost  

the  same as might  be used  to draw a wire f r ame  pic- 

ture ,  hence  this t echn ique  is easily adap ted  to p rograms  

or sys tems a l ready making  wire f r ame  pictures.  

e - The  haloing tends  to accen tua te  su r face  contours  and  

the  dark and  the  light pa t te rn  of ruled surfaces .  

f - 

g - 

This  me th o d  is tolerant  of  model l ing  and computa t iona l  

error  in the  original data.  

M e m o r y  requ i rements  are minimized because  the  space  

usual ly  requi red  to store su r f ace  p a r a m e t e r s  and 

boundar ies  is not  necessary .  

For  sa t i s fac tory  resul ts ,  the  ha loed  line e f fec t  can  not  be 

r igorously implemented .  For  example  lines parallel  or near ly  

parallel  to a line with a halo ought  not  to be obscured  by this 

halo otherwise  the  apparen t  con tour  of  objects  will be de- 

s t royed.  Th e  resul t  of this c o m p r o m i s e  is tha t  small  line 

segments  may,  a lmost  at r andom,  be left on a render ing  as 

i l lustrated in Figure  3. These  may  be e l iminated by addit ion- 

al process ing but  this extra  work  ma y  subver t  the  advantages  

of the  haloed line effect .  Ano t he r  compromise  with r igorous 

implementa t ion  is that  an  error  to le rance  mus t  be used  w h e n  

one line passes  behind ano the r  line. A c c u m u l a t e d  calculat ion 

errors  ma y  cause  two lines that  in tersect  in th ree -d imens iona l  

space to halo er roneously .  Also, if a r igorous de te rmina t ion  

of halo gapping based upon  imaginary  haloes  is a t t empted ,  

artificial ha loes  would  have  to be c rea ted  which  would  be a 

major  under tak ing  and  would  not  be very useful .  It is the  

approximate  solut ion to this p rob lem which  is of  value.  

points  on the  display and  thei r  relat ive or  abso lu te  dep th  

could be de t e rmi ned  by any  t h r ee -d imens iona l  p ro jec t ion  

scheme.  The re  are three  entry  points.  The  first initializes 

the  line coun t  to zero; the  second stores the  end  points  of  a 

line; and  the  third signals tha t  the  last line has  been  s tored 

and  starts  the  haloing process ing and  genera t ion  of drawing 

Figure 2 -  Five nested algebraic surfaces rendered with the 

haloed line effect. While some haloing is inconsis- 

tent, the overall effect is vivid. This picture demon- 

strates that the haloed line effect probably cannot be 

perfectly programmed. Efforts to reduce penetration 

of haloes by short lines cause other errors or will 

require topological knowledge which obviate the 
value of this technique. 

DETAILS  OF IMPLEMENTATION:  

There  are many  possible p rog ramming  tactics suitable for  the  

haloed line effect .  The  o p t i mum code would have  to take 

into account  the  display technology,  the  prefer red  appl icat ion 

language ,  the  available s torage space and the  pre fe r red  da ta  

s torage  media .  T he  p rocedure  we have  devised is 

sa t i s fac tory  as i m p l e m e n t e d  in F O R T R A N ,  opera t ing  on a 

V M / 1 6 8  c o m p u t e r  with pic tures  being d r aw n  on var ied 

s torage scopes,  printer  plotters and a photo  composer .  

The  program was wri t ten to be used  where  the  location of 

Figure 3 - A picture of three nested algebraic surfaces. Lines 

parallel to closer lines can penetrate through the 
haloes of the closer lines. 

152 

[Appel et al., 1979]
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Halos in illustration and visualization(a) (d)

(b) (e)

(c) (f)

Fig. 3. Comparison of halo generation strategies on a test image. Left
column: (a) Original halo seed image. (b) Low-pass filtered halo seed
image. (c) Spreading process applied to halo seed image. Right col-
umn: (d) Gradient of halo seed image. (e) Low-pass filtered gradient
image. (f) Spreading process applied to gradient image.

We use a filter kernel size of 3×3 with Gaussian weights. The number
of iterations N determines the maximum amount of spreading that can
occur – for all our purposes a value of N = 4 has shown to be sufficient.
This algorithm is conceptually similar to the jump flooding paradigm
for parallel computing [24]. Figure 4 shows results of the spreading
processes for different values of δ .

3.3 Halo Mapping and Compositing

After generating the halo field image it has to be mapped to visual
contributions in the image. For this purpose we employ a halo profile
function: this function maps all nonzero halo intensity values to colors
and opacities. Halo intensities of zero are always transparent. While
the spreading parameter δ only controls the distribution of intensities
in the halo field, the profile function allows further adjustment of the
halo appearance.

In the simplest case, the halo profile function just maps halo inten-
sities directly to opacities using a constant color. Other possibilities
include, for instance, a halo profile with constant opacity which re-
sults in a sharp border. Figure 5 shows a few examples. In the last row
of this figure, the use of directionally varying halos is also demon-
strated. Finally, the mapped halo has to be combined with the vol-
ume’s contribution. Based on how this combination is performed, we
can distinguish between two different kinds of halos:

(a) (b)

(c) (d)

Fig. 4. Results of the halo spreading algorithm using N = 4 iterations
with (a) δ = 0.70, (b) δ = 0.80, (c) δ = 0.90, (d) δ = 0.95.

Emissive halos. Similar to scattering of light by small particles such
as fog, this type of halo causes a visible contribution by itself.
From the point of view of compositing, the halo behaves as if
it were part of the volume. Thus, for emissive halos the halo
intensity value is first mapped using the halo profile function
and then blended after the actual volume contributions using the
front-to-back formulation of the over-operator. The halo there-
fore (partially) occludes everything located behind it including
the background.

Occlusive halos. In addition to emissive halos, illustrators sometimes
employ another kind of halo: the halo only contributes to the
image if it occludes other structures – the halo by itself has no
emissive contribution. Although similar to a shadow, this type
of halo is usually drawn in the same style irrespective of the dis-
tance between the two objects and not necessarily consistent with
the overall lighting conditions to strengthen the occlusion cues.
This type of halo can be useful as it might be less intrusive and
only highlights occlusions. For generating occlusive halos, con-
tributions of the halo field image H need to be accumulated to
be able to influence samples located behind them – this is sim-
ilar to a shadow buffer [12]. For this purpose, we introduce an
additional halo occlusion image O. The current halo field image
H is combined with O in every pass using maximum blending.
Halo mapping is then performed based on the halo occlusion im-
age. The resulting mapped halo color is mixed with the volume
sample color using the mapped halo contribution’s opacity as an
interpolation weight. The opacity of the volume sample remains
unchanged. Thus, if no sample is occluded by the halo, it has no
contribution to the image.

Both halo types are useful for different purposes. While emissive
halos can be used to emphasize particular features by giving them an
outline or a glow, occlusive halos provide a means for accentuating oc-

[Bruckner et al., 2007]
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Fig. 3. Comparison of halo generation strategies on a test image. Left
column: (a) Original halo seed image. (b) Low-pass filtered halo seed
image. (c) Spreading process applied to halo seed image. Right col-
umn: (d) Gradient of halo seed image. (e) Low-pass filtered gradient
image. (f) Spreading process applied to gradient image.

We use a filter kernel size of 3×3 with Gaussian weights. The number
of iterations N determines the maximum amount of spreading that can
occur – for all our purposes a value of N = 4 has shown to be sufficient.
This algorithm is conceptually similar to the jump flooding paradigm
for parallel computing [24]. Figure 4 shows results of the spreading
processes for different values of δ .

3.3 Halo Mapping and Compositing

After generating the halo field image it has to be mapped to visual
contributions in the image. For this purpose we employ a halo profile
function: this function maps all nonzero halo intensity values to colors
and opacities. Halo intensities of zero are always transparent. While
the spreading parameter δ only controls the distribution of intensities
in the halo field, the profile function allows further adjustment of the
halo appearance.

In the simplest case, the halo profile function just maps halo inten-
sities directly to opacities using a constant color. Other possibilities
include, for instance, a halo profile with constant opacity which re-
sults in a sharp border. Figure 5 shows a few examples. In the last row
of this figure, the use of directionally varying halos is also demon-
strated. Finally, the mapped halo has to be combined with the vol-
ume’s contribution. Based on how this combination is performed, we
can distinguish between two different kinds of halos:

(a) (b)

(c) (d)

Fig. 4. Results of the halo spreading algorithm using N = 4 iterations
with (a) δ = 0.70, (b) δ = 0.80, (c) δ = 0.90, (d) δ = 0.95.

Emissive halos. Similar to scattering of light by small particles such
as fog, this type of halo causes a visible contribution by itself.
From the point of view of compositing, the halo behaves as if
it were part of the volume. Thus, for emissive halos the halo
intensity value is first mapped using the halo profile function
and then blended after the actual volume contributions using the
front-to-back formulation of the over-operator. The halo there-
fore (partially) occludes everything located behind it including
the background.

Occlusive halos. In addition to emissive halos, illustrators sometimes
employ another kind of halo: the halo only contributes to the
image if it occludes other structures – the halo by itself has no
emissive contribution. Although similar to a shadow, this type
of halo is usually drawn in the same style irrespective of the dis-
tance between the two objects and not necessarily consistent with
the overall lighting conditions to strengthen the occlusion cues.
This type of halo can be useful as it might be less intrusive and
only highlights occlusions. For generating occlusive halos, con-
tributions of the halo field image H need to be accumulated to
be able to influence samples located behind them – this is sim-
ilar to a shadow buffer [12]. For this purpose, we introduce an
additional halo occlusion image O. The current halo field image
H is combined with O in every pass using maximum blending.
Halo mapping is then performed based on the halo occlusion im-
age. The resulting mapped halo color is mixed with the volume
sample color using the mapped halo contribution’s opacity as an
interpolation weight. The opacity of the volume sample remains
unchanged. Thus, if no sample is occluded by the halo, it has no
contribution to the image.

Both halo types are useful for different purposes. While emissive
halos can be used to emphasize particular features by giving them an
outline or a glow, occlusive halos provide a means for accentuating oc-

TARINI, ET AL.: AMBIENT OCCLUSION AND EDGE CUEING FOR MOLECULAR VISUALIZATION

Fig. 10. Halos drawn around molecules to communicate a sense of
depth. Left: for illustrative purposes, black halos alone are drawn. Right:
a dimly lit rendering combined with white halos.

around each atom. Each point in the halo is more opaque the bigger
the distance between it and its background. The halo fades to zero also
with the distance from the atom border (see fig. 10). Both darkening
and lightening halos can be used.

Not only this helps identifying depth discontinuities, but it also
helps when it comes to immediately recognize the general slope of
“walls” of atoms (wall slopes cannot be easily identified by direct
shading alone because they are composed by primitives). When a wall
composed by several atoms is seen from grazing angles, the cumulated
effect of their halos communicates so to the viewer.

A similar use of brightening/darkening halos to improve the per-
ception of depth discontinuities for general scenes was proposed, in a
totally independent way, by Luft et al. [19].

In our approach halos are rendered in a second pass, after the depth
buffer is set, and stored in a separate texture. Larger circles are drawn
around each atom, as flat rendering impostors passing through the
atom. In this pass we do not affect the zeta of the produced fragments.
Only a color is produced according to z-difference and distance from
the center. The depth test is enabled but we do not write on the depth
buffer. Every rendered fragment darkens (or brightens when white ha-
los are used) the color of the corresponding screen pixel, in an order
independent way.

5.3 Z-clipping of impostors

When the near clipping plane cuts through an atom, the top part of
the atom is clipped out of view, leaving visible whatever is behind the
atom (background, or other intersecting atoms). The effect harms the
clarity of the scene because most people intuitively imagine the atom
modeled as “full” solid spheres rather than as thin empty shells. To
solve this, when a fragment of an impostor (after z computation) is
nearer to the eye than the near clipping plane, we test the depth of
the other intersection of the current view ray with the sphere (which
is trivially found inverting the z displacement). If also this point falls
on the viewer’s side of the clipping plane than the fragment must be
discarded. Otherwise, the fragment is moved onto the clipping plane,
its normal is overwritten to (0,0,−1), to suggest a flat surface of a
“cut” atom, and the ambient occlusion term is also set to a full lit
value.

If the new depths of clipped fragments were all set to the same
value, the second of two clipped, intersecting primitives would be
drawn over the first. To show a plausible intersection inside the atoms,
we set the new depth value of capped atoms to to a small positive value
dependent on their original computed depth z. We use ε(K + z) for a
small ε and a constant K. This way, depth-test correctly computes the
intersection (see Fig. 11).

We also lighten the ambient occlusion term for fragments close to
the clipping plane, to roughly simulate the temporary culling of light-
blocker in front of them.

Fig. 11. A detail of a rendering showing a molecule cut by the near
clipping plane.

6 RESULTS

We presented a set of rendering techniques that, in our opinion, ef-
fectively extends the ability to produce real time molecular renderings
which clearly communicate 3D shapes. Some of these techniques,
like edge-cueing ones, have not been presented before (to our knowl-
edge), whereas the occlusion culling consisted in the adaptation and
optimization for the case of impostor-based rendering of a class of
methodologies developed for polygonal meshes. These visual effects
are not mutually exclusive and are designed to be combined in the
same rendering.

The ambient occlusion computation time is always very short, av-
eraging 233 light directions per second for a medium model of 2219
atoms and around 900K effectively used texels, and 15 views per sec
for the largest we tried of around 60K atoms (on a Athlon - 2.6 GHz,
with an ATI X1600). This means that ambient occlusion can be com-
puted interactively if the application requires it.

The proposed impostor based rendering approach proved very ef-
fective. In our tests the frame-rate kept in sync with the monitor re-
fresh rate in all but the most demanding scenarios (full screen, very
large molecules, all effects combined), and it never dropped below
20 frames per sec. The main weakness of our approach lies in the
depth complexity. Use of hierarchical depth buffer structures for quick
culling of entire primitives could further accelerate the rendering.

One key advancement proposed here is the ability to combine the
flexibility of texture with the efficiency of 2D impostors, admittedly
only for the special case of spheres and cylinders. This can probably
be exploited in other ways as well.

A simple, molecule visualization tool that opens PDB files and de-
livers what is described in this paper is publicly available at the project
home-page: http://qutemol.sourceforge.net.
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mens iona l  grid and  the grid spacing is smal ler  t han  the  size of 

the  halo,  t hen  a comple te  h idden  line" e l imina t ion  resul ts .  

This  is i l lustrated in Figure  2. The  haloed line ef fec t  techni-  

que offers several  advantages :  

a - It is easily p rog rammed .  

b - Var ia t ion  of the  halo size enables  control  of 

t ransparency .  

c - T he r e  are vir tual ly no rules  of  topology or su r face  

descript ion.  Real  or implied sur faces  are not  used  and 

need  not  be specified. 

d - T h e  input  to the  ha loed line ef fec t  processor  is a lmost  

the  same as might  be used  to draw a wire f r ame  pic- 

ture ,  hence  this t echn ique  is easily adap ted  to p rograms  

or sys tems a l ready making  wire f r ame  pictures.  

e - The  haloing tends  to accen tua te  su r face  contours  and  

the  dark and  the  light pa t te rn  of ruled surfaces .  

f - 

g - 

This  me th o d  is tolerant  of  model l ing  and computa t iona l  

error  in the  original data.  

M e m o r y  requ i rements  are minimized because  the  space  

usual ly  requi red  to store su r f ace  p a r a m e t e r s  and 

boundar ies  is not  necessary .  

For  sa t i s fac tory  resul ts ,  the  ha loed  line e f fec t  can  not  be 

r igorously implemented .  For  example  lines parallel  or near ly  

parallel  to a line with a halo ought  not  to be obscured  by this 

halo otherwise  the  apparen t  con tour  of  objects  will be de- 

s t royed.  Th e  resul t  of this c o m p r o m i s e  is tha t  small  line 

segments  may,  a lmost  at r andom,  be left on a render ing  as 

i l lustrated in Figure  3. These  may  be e l iminated by addit ion- 

al process ing but  this extra  work  ma y  subver t  the  advantages  

of the  haloed line effect .  Ano t he r  compromise  with r igorous 

implementa t ion  is that  an  error  to le rance  mus t  be used  w h e n  

one line passes  behind ano the r  line. A c c u m u l a t e d  calculat ion 

errors  ma y  cause  two lines that  in tersect  in th ree -d imens iona l  

space to halo er roneously .  Also, if a r igorous de te rmina t ion  

of halo gapping based upon  imaginary  haloes  is a t t empted ,  

artificial ha loes  would  have  to be c rea ted  which  would  be a 

major  under tak ing  and  would  not  be very useful .  It is the  

approximate  solut ion to this p rob lem which  is of  value.  

points  on the  display and  thei r  relat ive or  abso lu te  dep th  

could be de t e rmi ned  by any  t h r ee -d imens iona l  p ro jec t ion  

scheme.  The re  are three  entry  points.  The  first initializes 

the  line coun t  to zero; the  second stores the  end  points  of  a 

line; and  the  third signals tha t  the  last line has  been  s tored 

and  starts  the  haloing process ing and  genera t ion  of drawing 

Figure 2 -  Five nested algebraic surfaces rendered with the 

haloed line effect. While some haloing is inconsis- 

tent, the overall effect is vivid. This picture demon- 

strates that the haloed line effect probably cannot be 

perfectly programmed. Efforts to reduce penetration 

of haloes by short lines cause other errors or will 

require topological knowledge which obviate the 
value of this technique. 

DETAILS  OF IMPLEMENTATION:  

There  are many  possible p rog ramming  tactics suitable for  the  

haloed line effect .  The  o p t i mum code would have  to take 

into account  the  display technology,  the  prefer red  appl icat ion 

language ,  the  available s torage space and the  pre fe r red  da ta  

s torage  media .  T he  p rocedure  we have  devised is 

sa t i s fac tory  as i m p l e m e n t e d  in F O R T R A N ,  opera t ing  on a 

V M / 1 6 8  c o m p u t e r  with pic tures  being d r aw n  on var ied 

s torage scopes,  printer  plotters and a photo  composer .  

The  program was wri t ten to be used  where  the  location of 

Figure 3 - A picture of three nested algebraic surfaces. Lines 

parallel to closer lines can penetrate through the 
haloes of the closer lines. 
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View-oriented strips (vertex shader)
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Depth manipulation (fragment shader)
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Depth-attenuated line width
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Tapering
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Image quality

• Screen: anti-aliasing and anisotropic filtering

• Print: high resolution black & white images
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Illustration principles

emphasis de-emphasis/
abstraction
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Results



Results: DTI fiber tracts
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18



Results: DTI fiber tracts
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Results: flow visualization (1)
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Results: flow visualization (1)
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Results: flow visualization (2)
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Results: flow visualization (2)
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Results: flow visualization (2)
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Filtering
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Filtering
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Results: simple shapes (knots)
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Anaglyphic rendering
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Anaglyphic rendering
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Displacement function

fdisplacement(x) = x2 fdisplacement(x) =
√

x
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Application to point data
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Performance

# lines:

# vertices:

frame rate:

11 306

260 836

123 fps
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• 3 GHz Intel Core2 Extreme
• 4 GB RAM
• NVIDIA 8800 GTX

Machine specs:
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Performance

# lines:

# vertices:

frame rate:

1 400

2 603 605

43 fps
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• 3 GHz Intel Core2 Extreme
• 4 GB RAM
• NVIDIA 8800 GTX

Machine specs:



Informal evaluation with medical domain experts

• All experts were impressed.

• Compared to the tract visualization they used, our illustrative visualizations “show 
better depth relation and structure.”

• Very suggestive.

• Requests for more interactivity.

• Suggestions to combine with other visualization methods to show context.

29



Conclusion

30

• A new technique for illustrative visualization of dense line data.

• Emphasis and abstraction through depth-dependent halos around lines.

• Simple method that easily maps to the (hardware) graphics pipeline.

• Interactive frame rates and high quality print reproduction.

• Positive feedback from informal evaluation.
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